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Abstract 

A divided regression model is built to predict the performance of the players in the National 
Basketball Association (NBA) from year 1997 until year 2017. The whole data set is divided into five 
groups of sub data sets and multiple linear regression model is employed to model each of the sub 
data set. In addition, the relationships among independent variables are checked by using variance 
inflation factor (VIF) to identify the risk of having multicollinearity in the data. Moreover, non-linearity 
of regression model, non-constancy of error variance and non-normality of error terms are 
investigated by plotting residual plots and quantile-quantile plots. Finally, a divided regression model 
is built by combining the results obtained from the sub data sets and the performance of the divided 
regression model is verified. 
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INTRODUCTION 

In statistical modelling, regression modelling is a statistical tool 

and process for estimating and modelling the relationship between a 

response variable (target) and one or more explanatory variables 

(predictor) [1]. In real life, regression modelling is widely used in the 

cases for prediction and forecasting which has substantial overlap 

with the field of machine learning. Linear regression is one of the 

strongest tools available in statistics and machine learning for 

predicting output variable (y) given some input variables (x). For 

instance, the relationship between sales and advertising cost is best 

studied through regression. Furthermore, regression analysis is used 

for making comparison among variables measured on different scales 

that helps data analysts to evaluate the optimal set of variables to be 

used in building the regression model. In other words, regression 

analysis provides us the understanding on the way of variation in the 

response variable when any one of the predictor variables is changed. 

There are various types of regression  techniques such as linear 

regression, logistic regression, polynomial regression, stepwise 

regression, ridge regression, lasso regression and ElasticNet 

regression [2-4]. In this paper, we are dealing with the case in linear 

regression. Linear regression is divided into simple linear regression 

and multiple linear regression where the former has only one 

independent variable while the latter takes in more than one 

independent variables as inputs. Simple linear regression uses a best-

fit straight line, which is known as regression line to explain a 

relationship between a response variable and an independent variable 

[5]. On the other hand, the multiple linear regression model describes 

a plane in three-dimensional space of response variable and several 

independent variables [6, 7]. The Least Squares Method is applied in 

order to obtain the regression coefficients for simple linear regression 

model and multiple linear regression model.  

In big data environment, a big data set that is closed to population 

can be obtained from advanced computer system and thus we are able 

to carry out statistical analysis over the big data set to estimate and 

make inference to the population. However, in the era of big data, we 

may not able to analyze the entire part of big data due to its huge data 

volume. In addition, the statistical methods also have computing 

limitation to manipulate and control massive data set [8-11]. 

Therefore, in order to reduce the computing load, an analytical 

methodology for big data analysis in linear regression problem is then 

proposed which is called divided regression analysis.  

The proposed method  is to split a huge volume of data into many, 

said n sub data sets. In each of the sub data set, a multiple linear 

regression model is constructed for estimating the coefficients of 

regression parameters; therefore n multiple linear regression models 

will be built. Hence, the values of regression parameters of entire data 

set can be estimated by taking combine function for merging the 

results from sub data set 1 to sub data set n [12]. 

Yang (2015) has applied linear regression analysis on NBA 

players to predict their regular season results based on the common 

basketball statistics. There are two major variables which are being 

used in building the regression model, which includes the win ratio of 

team and PER where PER is a metric of measurement on player’s 

effectiveness with a single number. Furthermore, the author has 
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investigated the correlation between the two variables by plotting 

scatter plot of variables [13]. 

Aiken et al., (2003) have conducted studies on the relationship 

between a single response variable and several predictor variables by 

using multiple regression analysis. Multiple regression analysis can be 

applied to summarize the relationships of a set of independent 

variables to a criterion at a single point in time. One general form of 

the regression equation written for an individual case 𝑖 is as follows: 

 

�̂�𝑖 = 𝑏0 + 𝑏1𝑋𝑖1 + 𝑏2𝑋𝑖2 + ⋯ + 𝑏𝑗𝑋𝑖𝑗 + ⋯ + 𝑏𝑝𝑋𝑖𝑝 

 

where 𝑋𝑖1, 𝑋𝑖2, … , 𝑋𝑖𝑝 are the scores of case 𝑖 on the 𝑗 = 1, 2, … , 𝑝 

predictors; 𝑏1, 𝑏2, … , 𝑏𝑝 are partial regression coefficients and 𝑏0 is 

the regression intercept. Moreover, they illustrate the use of multiple 

regression to investigate the relationship of qualitative and 

quantitative predictor variables [14]. 

Similarly, multiple linear regression model is applied by Fitrianto 

et al.  (2016) to model the mortality rate of children and related factors 

in Asia [15]. Correlation coefficient is introduced to figure out the 

relationships between variables and it is computed by dividing the 

covariance of the variables by the product of their standard deviation, 

 

𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛(𝑋1, 𝑋2) = 𝜌𝑋1,𝑋2
=  

𝑐𝑜𝑣(𝑋1,𝑋2)

𝜎𝑋1𝜎𝑋2

, 

 
Hypothesis test is carried out to check the correlation between two 

variables, 

𝐻0: 𝜌𝑋1,𝑋2
= 0 

𝐻1: 𝜌𝑋1,𝑋2
≠ 0 

 

If 𝐻0 is rejected, then there is a correlation between 𝑋1 and 𝑋2. 

 
When there are more than one predictor variables in a regression 

model, a risk of having the problem of multicollinearity always exists. 

Hall, Fienberg and Nardi (2011) stated that multicollinearity is a 

statistical phenomenon where two or more predictor variables in a 

multiple regression model are highly correlated to one another, 

causing a great instability of regression coefficients and resulting in 

misleading interpretation in the estimated regression coefficients [16, 

17]. 

To deal with big data analysis, a split and conquer approach had 

been studied by Chen and Xie (2014). They mentioned that it is not 

easy to fit extraordinary large data into a single computer due to the 

computing burden and high cost. By using split and conquer method, 

a whole data set is split into non-overlapped small sub data set 

randomly. Then, every sub data set is analyzed separately and the 

results obtained for each sub set are combined together by a 

systematic way to give the final overall statistical inference that 

contains information of the whole data set. They have used some 

penalized regression approaches, which are often studied in huge 

volume data analysis to demonstrate their suggested method. As a 

result, the final value obtained by this approach is asymptotically 

equivalent to the result of the entire data set, assuming that there is a 

super computer, which is able to perform the analysis of the entire 

data set [18]. 

Likewise, a similar method was also applied by Tang, Zhou and 

Song (2016) called the method of divide and combine in regularised 

generalised linear model for big data. The proposed method is to solve 

the computational challenges that arising from big data analysis. In 

general, it is a procedure to subdivide the data recursively into several 

relatively independent batches, which will be processed alternately in 

parallel. Then, the results obtained for each batch of data are 

combined together in a way that algebra and matrix factorization 

permit [19]. 

Moreover, a divided regression analysis for big data was carried 

out by Jun et al.,  (2015). They performed regression analysis on each 

sub set iteratively and then  got the average result to be compared with 

the actual result of the whole data set. They also evaluated the 

proposed model by performing simulation study and checking on the 

confidence interval of the regression results between divided and full 

data set. As a result, the regression parameters of the estimated model 

give slightly difference with the actual model of the entire data set 

[12].  

 
MATERIALS AND METHODS 
 

Data of the players in the National Basketball Association (NBA) 

are used to perform the divided regression analysis. Firstly, the entire 

big data set is divided into n sub data sets with smaller size. The 

estimated parameter vector �̂� is defined as �̂� = (�̂�0, �̂�1, �̂�2, … , �̂�𝑘) and 

the estimated regression model is: 
 

�̂� = �̂�0 + �̂�1𝑋1 + �̂�2𝑋2 + ⋯ + �̂�𝑘𝑋𝑘 

 

In order to build the divided regression model, the �̂�𝒊 where 𝑖 =
1,2, ⋯ , 𝑛 for each sub data set are used to determine the estimated 

regression parameter of population, �̂�𝒄 as follow: 

 

�̂�𝒄 = 𝑓𝑐(Β̂1, Β̂2, … , Β̂𝑛) 

 

where 𝑓𝑐  is a combine function to combine the results from 1st sub 

data set to 𝑛𝑡ℎ sub data set. The mean value is shown as follow: 

�̂�𝒄 =
1

𝑛
∑ Β̂𝑖

𝑛

𝑖=1

 

 
Next, the following step is to evaluate the feasibility of the 

divided regression model by comparing the mean value of regression 

parameters of n sub data sets with the entire data set. 

Besides, variance inflation factor (VIF) is also used to determine 

multicollinearity between variables. The VIF is computed based on a 

tolerance, t which is denoted as 

 

𝑡 = 1 − R𝑖
2 

 
where R𝑖

2 is the R-squared value obtained by regression the ith  

predictor on the remaining predictors. Then the VIF is computed as 

follow: 

𝑉𝐼𝐹 =
1

𝑡
 

 
A VIF value of 1 means there is no correlation among the 

independent variables in the regression model, if VIF falls within 4 to 

10, indicating further investigation is needed and the VIF that exceeds 

10 will lead to serious multicollinearity problem between variables. 

There are several assumptions have been used in the study of 

regression analysis, including linearity of regression model, constancy 

of error variance and normality of random error [20]. It is needed to 

consider the validity of these assumptions in the model and analysis is 

conducted to examine the adequacy of the model built. The  validity 

of these assumptions  are studied from residual plots and quantile-

quantile plots. 

 
RESULTS AND DISCUSSION 
  

In this study, data of NBA players from year 1997 until year 2017 

are used. It  was obtained from the website basketball-reference.com. 

A model is developed to make prediction on the points scored by each 

NBA player per season. 

There are total of 10609 records with four attributes, three 

independent variables which are FG (percentage of successful field 

goal), FT (percentage of successful free throw) and MP (minutes 

played per season) and the dependent variable PTS (total points 

obtained of player per season). 

 
Statistical results of sub data set 

Firstly, the entire set of data is divided into five sub data sets and 

multiple linear regression is fitted into every sub data set. The 

multiple linear regression model is formulated as follow: 
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𝑃𝑇�̂� = �̂�0 + �̂�1𝐹𝐺 + �̂�2𝐹𝑇 + �̂�3𝑀𝑃 Table 1 shows the values of regression coefficients of each sub data 

set. 

Table 1 NBA player data set result.
. 

Data Set �̂�0 �̂�1 �̂�2 �̂�3 
Sub 1 -272.1263 120.9114 211.2107 0.45930 
Sub 2 -316.9940 159.9039 237.6870 0.4755 
Sub 3 -269.1310 97.9386 216.9003 0.4653 

Sub 4 -288.5003 155.0568 214.5023 0.4567 
Sub 5 -263.4935 107.8175 210.0752 0.4516 

      Fig. 1 Residual Plot of Sub Data Set 1.                 Fig. 2 Residual Plot of Sub Data Set 2.             Fig. 3 Residual Plot of Sub Data Set 3. 

                                   

                                       Fig 4 Residual Plot of Sub Data Set 4.                                      Fig 5 Residual Plot of Sub Data Set 5. 

Examine for multicollinearity 
     Next, multicollinearity between independent variables are checked 

by using variance inflation factor (VIF). Table 2 shows that all the 

VIF values are small and closer to 1 and they are not falling into the 

criteria that having VIF more than 10, indicating the absence of 

multicollinearity between the independent variables. There are no 

highly correlated independent variables in the regression model and 

the multiple linear regression models of the five data sets are said to 

be safe from multicollinearity.

Table 2 VIF values between independent variables. 

Sub data set 
Variance Inflation Factor (VIF) 

FG FT MP 

1 1.068 1.072 1.109 
2 1.112 1.087 1.149 
3 1.136 1.105 1.158 

4 1.072 1.094 1.133 
5 1.117 1.094 1.169 

Model adequacy checking 
In the study of regression analysis, assumption has been made that 

the relationship between dependent variable and independent 

variables is linear. That is, the response variable, PTS should have 

approximately linear relationship with FG, FT and MP. The linearity 

of the models are checked by observing the residual plots in Fig. 1-5.  
For every sub data set, there is a departure from the linear 

regression model, violating with the assumption that has been made at 

the beginning of the analysis. The residual plots indicate that a non 

linear model is more appropriate for all the sub data sets. 

In addition, funnel shape which opens to the right can be observed 

from the residual plots of the sub data sets. Variability of the residuals 

increases from the left to the right  indicating that the variances of 

error are not constant. This problem may be caused by the response 

variable to follow a probability distribution in which the variance is 

functionally  related to the mean. Fig. 1-5 show the residual plots for 

all sub data sets. From the residual plots, it is clearly shows that the 
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relationship between the response variables and regressors are not 

linear for all the sub data sets. Fig. 6-10, it can be observed that the 

pattern of q-q plots for the five sub data sets look similar, the right end 

of each plot displays further apart from the straight line. This indicates 

that there is a problem with the assumption of normality of errors. 

Box-cox method  
The results shown that multiple linear regression model is not 

appropriate for these sub data sets. The transformations on the 

response variable are attempted, PTS by applying Box-Cox method in 

order to correct the skewness of the distribution of error terms, non-

constancy of error variances and non-linearity of regression model. 

Table 3 shows the estimated values of �̅� for each sub data set, which 

are obtained from the Box-Cox procedure. 

Table 3 Estimated Values of �̅� of each sub data set 

Sub Data Set �̅� 
1 0.48 
2 0.47 
3 0.47 
4 0.48 
5 0.48 

Therefore, the new variables in multiple linear regression model of 

each sub data set becomes: 

(𝑃𝑇�̂�)
�̅�

= �̂�0 + �̂�1𝐹𝐺 + �̂�2𝐹𝑇 + �̂�3𝑀𝑃 

Statistical results and model  adequacy checking of new 
model  

Statistical result of the new model for each sub data set are shown 

in Table 4. 

Table 4 NBA Player Data Set Result of new model. 

Data Set �̂�0 �̂�1 �̂�2 �̂�3 
Sub 1 0.64801 4.80039 4.36793 0.00936 
Sub 2 -0.36570 6.53548 4.76792 0.00855 
Sub 3 -1.29324 8.27804 5.35103 0.00925 
Sub 4 -0.59163 6.31721 5.43917 0.00918 
Sub 5 -0.42108 6.21015 5.11872 0.00838 

        Fig. 6 q-q Plot of Sub Data Set 1.                          Fig. 7 q-q Plot of Sub Data Set 2.                         Fig. 8 q-q Plot of Sub Data Set 3. 

                                           Fig 9. q-q Plot of Sub Data Set 4.                                       Fig 10. q-q Plot of Sub Data Set 5. 
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From the q-q plots in the Figure 16-20, it has been noticed that the 

residuals fall within a horizontal band centred around 0. Thus, 

linearity of multiple regression model is satisfied for every sub data 

set. Moreover, the funnel shape of residual plots disappears and 

becomes structureless, indicating that the assumption of constancy of 

error variances is satisfied in the new variables in the model. 

      Fig 11. Residual plot of sub data Set 1                      Fig 12. Residual plot of sub data set 2                Fig 13. Residual plot of sub data set 3 
                  after transformation                                 after transformation                                              after transformation 

Fig 14. Residual plot of sub data Set 4                            Fig 15. Residual Plot of Sub Data Set 5    
            after Transformation                                 after Transformation 

        Fig 16. q-q Plot of Sub Data Set 1                           Fig 17. q-q Plot of Sub Data Set 2                       Fig 18. q-q Plot of Sub Data Set 3 
                    after transformation                                               after transformation                                               after transformation 

Fig 19. q-q Plot of Sub Data Set 4                                     Fig 20. q-q Plot of Sub Data Set 5 
after Transformation.                    after Transformation. 
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Divided regression model 
In order to build the divided regression model for predicting the 

points scored by each basketball player per season, the mean values of 

every regression coefficient of all the sub data sets are computed. 

Then, the values of regression parameters obtained from the mean 

value function with the actual value of regression parameters of the 

entire data set are compared. Table 5 shows the values of regression 

coefficients of each sub data set and entire data set. 

Table 5 NBA player data set result for divided regression model. 
Data Set �̂�0 �̂�1 �̂�2 �̂�3 
Sub 1 0.64801 4.80039 4.36793 0.00936 
Sub 2 -0.36570 6.53548 4.76792 0.00855 
Sub 3 -1.29324 8.27804 5.35103 0.00925 
Sub 4 -0.59163 6.31721 5.43917 0.00918 
Sub 5 -0.42108 6.21015 5.11872 0.00838 
Mean -0.40473 6.42825 5.00895 0.00894 
Entire -0.47479 6.53451 5.13303 0.00923 
Difference 0.07006 0.10626 0.12408 0.00029 

From Table 5, it has been noticed that there are differences 

between the regression coefficients of sub data sets and entire data set, 

but the mean values of regression coefficients of sub data sets are 

similar to the values of regression parameters of the entire data set. As 

the value between mean and entire are very similar, the validity of the 

divided regression model is confirmed and divided regression model 

for predicting the performance of NBA player is formulated as follow: 

𝑃𝑇𝑆 = (−0.40473 + 6.42825𝐹𝐺 + 5.00895𝐹𝑇 + 0.00894𝑀𝑃)
1

0.48 

CONCLUSION 

Multiple regression model is used to make prediction on the 

performance of NBA players based on their field goal rate, free throw 

rate and minutes played. Instead of applying the normal way of 

regression analysis, divided regression analysis are proposed in order 

to reduce computing burden on huge volume of data. This approach 

divides the entire data set into several sub data sets and multiple linear 

regression analysis is then performed on every sub data set. Lastly, the 

results obtained from sub data sets are then combined together to get 

the divided regression model for the entire data set. 

In the procedure of performing analysis on sub data sets, it has 

been noticed that the assumptions of multiple linear regression model 

are not satisfied, meaning that multiple linear regression model is not 

suitable for the data set. Therefore, transformation on the data set by 

using Box-Cox method are applied in order to make the multiple 

linear regression model to be appropriate for the transformed data set. 

Eventually, multiple regression model for each sub data set are 

obtained and the divided regression model for entire data set is built 

by taking mean value on the regression coefficients of sub data sets. It 

has been noticed that there is only slight difference in the values of 

regression parameters between divided regression model and the 

model built by performing regression analysis on the entire data set, 

assuming that it is able to find the actual model of the entire data set. 

Thus, the performance of divided regression model is verified. 
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