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Abstract 

Multiple-period logit model is equivalent to hazard model. This model is able to accommodate time 
varying predictor. In this work, the parameters of multiple-period model are estimated by using 
Bayesian inferences. There are three prior distributions used, i.e. improper uniform distribution, 
multivariate normal distribution, and Cauchy distribution. Criterion which is used to evaluate the 
proposed technique is C-index. The proposed method is applied to model the delisting time of 
companies listed in Indonesian Stock Exchange. The survival (delisting) time is driven by firm-
specific predictors, i.e. financial ratios, that are calculated from quarterly financial report of 
companies in manufacturing sector span from the first quarter of 1990 until the third quarter of 2015. 
Two macroeconomic indicators are also considered as predictors. The empirical results show that 
the most appropriate prior is multivariate normal distribution. In addition, the proposed model is 
applied on windowing scheme by reducing the interval time as window in which the model estimator 
perform by its best. 

Keywords: Survival, multiple-period logit, Bayesian, delisting, C-index 

© 2017 Penerbit UTM Press. All rights reserved 

INTRODUCTION 

Delisting is a term to explain the removing of a company’s share 
from a stock exchange. It is conducted to protect investors when the 
company has failed to fulfill its obligations as public company. 
Therefore, the calculation of probability to default becomes very 
important. From statistical point of view, the survival analysis can be 
used to calculate the delisting probability. The dynamics of 
performance of a company represented by its financial ratios demand 
that the survival model used must accommodate the time varying 
covariates (Prastyo and Haerdle, 2014). One of the discrete approaches 
for such a case is multiple-period logit. It expressed more consistently 
than the static model (Shumway, 2001). The logit model itself is 
widely applied in many areas, for example Haerdle and Prastyo (2014) 
who applied logit model for credit scoring and Suhartono et al. (2016) 
who employed logit model for evaluating academic achievement of 
scholars. 

The multiple-period logit model is the expansion of logistic 
regression model. It can accommodate the time dependent covariates 
within the model. Several papers discuss about multiple-period logit 
approach. It predicted the bankruptcy of company better than 
discriminant analysis on NYSE and AMEX company from 1962 until 
1992 (Shumway, 2001). Further, multiple-period logit model is 
applied to predict the bankruptcy of commercial banks in America in 
period 1980-1992 (Cole and Wu, 2009). It compared the single period 
probit model and multiple-period logit model. The result is known 
that the multiple-period logit model gave better prediction with 
accuracy 93.12% compared to 72.34%. 

Iriawan (2005) analyzed financial ratio data using logistic 
regression and Bayesian approach. The analysis was applied on 

companies listed in Surabaya Stock Exchange. It informed the rank of 
share, shifting level for share, and calculated the contribution of each 
financial ratio to financial health level of share. Bayesian approach 
updates the information within data with prior knowledge. Ismail et 
al. (2012) compared the estimation of Cox proportional hazard model 
(Cox PHM) using frequentist and Bayesian approaches. Wong et al. 
(2005) applied Bayesian approach to analyze clustered interval-
cencored data.  

This research is aimed to employ the Bayesian inference for 
multiple-period logit model which is used to calculate the probability 
to delist for manufacture companies listed in the Indonesia Stock 
Exchange (IDX). There are fifteen financial ratios calculated from 
financial report and two macroeconomic indicators as predictors 
spanning from the first quarter of 1990 until the third quarter of 2015.  

This paper is constructed as follows. First, introduction section 
descibes the background of this research. The next two sections are 
devoted for methodology and empirical results. The last section 
concludes the findings of this resaearch. 

METHOD 

Survival Analysis 
Random variable that is analyzed in survival analysis is the time 

until an event occurs (T). The meaning of event can be defined based 
on case, for example time to delist from stock exchange, time to 
bankrupt, or others. Survival analysis becomes a main method 
developed by many researchers because it has censoring status that 
differs from other typical data. Commonly, an event (y) is concerned 
about failure denoted by 𝑦 = 1, otherwise the object survive or 
censored denoted by 𝑦 = 0. An observation is considered as censored 
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if the event does not happen until the research period ends or it is lost 
to be followed up (Kleinbaum and Klein, 2012). 

Survival function represents the probability to survive until certain 
time t or more that can be expressed in (1), 

𝑆 𝑡 = 𝑃 𝑇 > 𝑡 = 1 − 𝑃 𝑇 ≤ 𝑡 = 1 − 𝐹 𝑡 , (1) 

where T denotes the failure time and 𝐹 𝑡 is its cumulative 
distribution function. Survival function has relation to hazard function 
describing instantaneously failure rate given an object survive until 
time t. This function can be expressed as in (2), 

ℎ 𝑡 = lim∆! → !
! !!!!!!∆! !!!

∆! .    (2) 

Denoting 𝐻 𝑡 as cumulative hazard, the relationship between 
survival function and hazard function is expressed as: 

𝑆 𝑡 = exp −𝐻 𝑡 .  (3) 

Kaplan-Meier (KM) curve describes the intercourse between 
survival function and survival time. KM curve consists of two axes, 
i.e. the vertical axis that denotes the estimated survival function and 
the horizontal axis labels survival time. Fig. 1 is KM curves for group 
1 and group 2. The KM curve for group 1 is consistently higher than 
KM curve for group 2. This means that group 1 has more time to 
survive than group 2. The difference between these two survival 
functions can be evaluated statistically using log-rank test. 

Fig. 1  Kaplan-Meier curve for two group.	

Cox proportional hazard model (Cox PHM)  
Cox PHM is very popular in survival analysis as a semi-

parametric approach. Let ℎ 𝑡, 𝐱 be hazard function at time t and x are 
predictors. The hazard function can be expressed by (4) as: 

ℎ 𝑡, 𝐱 = ℎ! 𝑡 exp 𝜷!𝐱 (4) 
with ℎ! 𝑡 as baseline hazard. Exponential function is imposed on 
predictor variables 𝐱 = 𝑥!, 𝑥!,… , 𝑥! ! associated with corrrespoding 
coefficients 𝜷! = 𝛽!,𝛽!,… ,𝛽! as its corresponding coefficient 
(Kleinbaum and Klein, 2012). The Cox PH assumes proportional 
hazard, so the predictors are independent on time. The proportional 
hazard assumption is checked visually using KM curve as illustrated 
in Fig. 1 and statistically using log-rank test. 

The Cox PHM is semi-parametric model since the baseline hazard 
is not nesessarily specified. In parametric approach, the baseline 
hazard has specific form that depend on the distribution of survival 
time. Several simulation studies use parametric approach to generate 
survival time (Bender et al., 2005; Khoiri et al., 2017). 

The multiple-period logit model is equivalent with hazard model 
in discrete time given that the observation is independent. The hazard 
function is expressed as in (5), 

ℎ 𝑡! , 𝐱!;𝜷 = 𝐹 𝑡! , 𝐱!;𝜷 = 𝑃  𝑇 ≤ 𝑡  𝑦! = 1 , (5) 

where 𝑦! is equal to one if the company fails at time 𝑡!, otherwise it is 
equal to zero. The likelihood model for multiple-period logit model 
can be expressed as (6),  

𝐿 = ℎ 𝑡! , 𝐱!;𝜷 !! 1 − ℎ 𝑡! , 𝐱!;𝜷!!!!
!
!!! (6) 

with 𝜷 denotes vector of parameters and 𝐱! denotes the predictor 
variables for observation i. Based on (6), if the company is not 
delisted, the second term is raised to power 1 − 𝑦! such that Eq. (6) 
is rewritten as (7), 

𝐿 = ℎ 𝑡! , 𝐱!;𝜷 !! 1 − ℎ 𝑡! , 𝐱!;𝜷
!!!!!

!!! (7) 

Bayesian approach comprehends a parameter as random variable 
that has a prior distribution. It requires prior information to propose 
parameter value. Multiplication of prior and likelihood delivers 
posterior (Wong et al., 2005). There are several kinds of prior, i.e. 
conjugate and non-conjugate prior, proper and improper prior, 
informative and non-informative prior, and pseudo prior (Box and 
Tiao, 1992). Bayesian approach requires a prior distribution of 
parameters within the model, for example employ the default prior 
distribution for logistic regression and other multiple regressions. The 
research suggested using the Cauchy distribution as a prior 
distribution on all parameters in logistic regression. The Cauchy 
distribution used is centered at 0 and 2.5 for scale parameter (Gelman 
et al., 2008). 

Performance measure 
Concordance index (C-index) as a performance measure is quite 

useful because it can be used to compare the performance of semi-
parametric and non-parametric approach in survival analysis. The C-
index as calculated in Eq. (8) can measure concordance between 
predicted prognostic index and observed survival time (Mahjub et al., 
2016, Van Belle et al., 2010, and Van Belle et al., 2011): 

𝑐!,!!! 𝐻 𝑡 =
!!" ! !!! !,𝐱! ! !! !,𝐱! !!!!! !!!

!!!
!
!!!

!!"!
!!!

!
!!!

 (8) 

The indicator function I is defined as follows: 

𝐼 = 1, if 1 − 𝐻 𝑡, 𝐱! − 1 − 𝑡, 𝐱! 𝑡! − 𝑡! > 0
0,   otherwise                                                                    

(9) 

with 𝑣!" is comparator indicator, 𝐻 𝑡, 𝐱! is cumulative hazard 
function for observation i, and t is survival time. 

RESULTS AND DISCUSSION 

Data and variable 
The raw data used in this research are quarterly financial reports 

of 77 companies, with 4 firms are default, downloaded from the IDX 
website and Indonesia Capital Market Directory (ICMD) from the 
first quarter of 1990 to third quarter of 2015. The financial ratios 
listed in Table 1 are then calculated from those financial reports. 

The variables of interest consist response variables and predictor. 
The response is survival time (in quarter) denotes the time until a 
company is delisted form IDX. The censorship status of each 

Bayesian approach for multiple-period logit 
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company is denoted as y, i.e. it has value 0 if it is censored and 1 for 
the delisted company. 

Table 1 Predictors variables. 

Variable Ratio Description 

1x CR Current Ratio 

2x DAR Debt to Asset Ratio 

3x DER Debt to Equity Ratio 

4x ROA Return on Asset 

5x ROE Return on Equity 

6x GPM Gross Profit Margin 

7x OPM Operating Profit Margin 

8x NPM Net Profit Margin 

9x EBITA Earnings Before Income Tax to Asset 

10x STA Sales to Total Asset 

11x ETD Earning to Debt 

12x WCA Working Capital to Total Asset 

13x WCLTD Working Capital to Long Term Debt 

14x REA Retained Earnings to Total Asset 

15x SFA Sales to Fixed Asset 

16x IHSG Indonesian Composite Index 

17x BI Rate Bank Indonesia’s Interest Rate 

Data characteristic and Kaplan Meier Curve 
The characteristics of manufacture companies listed in IDX are 

visualized by two KM curves in Fig. 2 and Fig. 3. The Fig. 2 displays 
KM curve for all companies in manufacture sector for 103 quarters. It 
informs that all sectors have probability to survive above 80%. Fig. 3 
displays the KM curve for each subsector. The red line is survival 
curve for companies belong to basic chemical industry subsector, blue 
line is survival curve of multifarious industry subsector and green line 
is survival curve of consumer goods industry subsector. The KM 
curve interprets that survival probability in all subsectors are 
relatively the same, it is above 75%. Basic chemical industry and 
consumer goods industry subsector coincided and constant from the 
beginning of observation to the 74-th quarter. In 50-th quarter, the 
survival probability of multifarious industry decreases for the first 
time. Consumer goods industry subsector decreases sharper than the 
other sectors in 74-th quarter and it decreases again in 80-th quarter. 

Fig. 1  Kaplan-Meier curve all manufacturing companies.	

The log rank test produces statistic value of 2.2 that correspond 
to p-value 0.340. In the 90% confidence interval, the decision fails to 
reject null hypothesis which means that there is no difference of the 
survival curves between sub-sectors. The higher survival probability 
of company establishes lower delisted probability. Fig. 2 and Fig. 3 
explain survival probability in two ways, whereas both express that 
survival probability of companies are good.  

Fig. 2 Kaplan-Meier curve for companies at each subsector. 

Parameter estimation 
The parameters of the model are estimated by using MCMClogit

function available from the library MCMCPack in R software. The two 
out of three prior distributions used in this study are the default of the 
MCMClogit function, i.e. uniform improper distribution and 
multivariate normal distribution. Each prior distribution carries out the 
same number of MCMC, thin values, and burn-in. Number of thin is 
500 with the number of MCMC is 200,000, and number of burn-in is 
5,000. 

If improper uniform prior distribution is used, thus MCMClogit
function is set with b0 = 0, B0 = 0 and user.prior.density is 
NULL as inputs. If the inputs values b0 and B0 are not equal to zero 
and other remain inputs (by default), the prior distribution used is 
multivariate normal. In this study, b0  for multivariate normal 
distribution parameters are enumerated from the estimate obtained 
from univariate GLM function for each. Therefore, the b0 is a vector 
with row number as much as a covariate and its column is one. The 
diagonal matrix B0 has diagonal values (1/s.e.), where the s.e. is the 
standard error of the estimate b0. 

The third prior distribution that is employed is Cauchy distribution 
invoked from dcauchy function in R that is set to write the user-
defined prior function so-called log.prior.fun. The coefficient 
parameters are defined as a random variable that follows Cauchy 
distribution with hyper parameter (0; 2.5). The chosen Cauchy 
distribution and its hyper parameter are set based on Gelman et al. 
(2008). 

Windowing scheme is used in this study to know in which period 
the model gives its best by reducing number of observations for one 
year backward. First window uses data of observation starting from 
1990 until the end. Second window uses data of observation starting 
from 1991 until the end. It continues until 22-th window. The C-index 
value is calculated for each window to compare the performance of 
the proposed approach. 

The first window contains observations from 1990 to 2015 with 
5458 sample size. Number of burn-in using the improper uniform 
prior and Cauchy prior distribution is 5001. It is convergent or reaches 
steady state conditions in 5001-th iteration. The number of burn-in for 
multivariate normal distribution is 1001. The convergent iteration for 
a multivariate normal prior distribution is obtained in 1001-th
iteration. Based on number of burn-in, multivariate normal prior 
distribution is faster to achieve a convergent estimate value than other 
pr 

http://www.foxitsoftware.com/shopping


Prastyo et al. / Malaysian Journal of Fundamental and Applied Sciences  
Special Issue on Some Advances in Industrial and Applied Mathematics (2017) 425-429 

	

	
428 

Table 2 Misappropriate sign of parameters estimates. 

Prior 
Distribution 

Significant 
Variable 

Misappropriate Variable 
w.r.t  Financial Ratio Rule 

Improper 
uniform 

CR, GPM, 
WCLTD, SFA, 
IHSG, BI_Rate 

CR, GPM, IHSG 

Multivariate 
Normal 

CR, GPM, EBITA, 
STA, SFA, 

BI_Rate 
CR, GPM, 

Cauchy 
CR, GPM, 

WCLTD, IHSG, 
BI_Rate 

CR, GPM, IHSG 

Parameter estimation for each prior distribution delivers 
significant variables within the model. Some of significant variables 
have sign that are not appropriate with financial ratio perspective. 
Table 2 shows misappropriate parameters estimates with their 
corresponding financial ratio rule. For all prior distributions, the 
parameters estimates corresponding to CR and GPM misappropriate 
the financial ratio rules. Therefore data windowing is important in 
order to reduce or remove this effect. 

The performance of the model is evaluated using C-index. It 
measures good sequence by resolving constraints and violations 
caused by miss ranking between observation pairs (Van Belle et al., 
2010). The C-index value is calculated for each window and also for 
each prior distribution as listed in Table 3. The C-index values 
resulted in from the improper uniform prior distribution are equals to 
the ones produced from Cauchy prior distribution. Formula of C-index 
is taken by sequence of survival time corresponding with probability 
of delisted.  It ignores the survival probability and hazard value. C-
index values are constant overtime while the number of data 
observation decreases. Moreover, the C-index values of improper 
uniform and Cauchy prior distribution are less than the C-index values 
of multivariate normal distribution prior. 

The highest C-index is obtained from 2-nd window until 7-th
window when the multivariate normal prior distribution is used. Due 
to the smaller sample size gives the advantage for iteration and 
collecting the data, therefore the best model is obtained from the data 
that span from 1996 until 2015 with sample size is 4797.  

Table 4 displays parameter estimator obtained from data in 2-nd
window and multivariate normal prior distribution. The significant 
predictors are CR, GPM, EBITA, STA, SFA, IHSG, and BI Rate. 
Within the 95% confidence interval resulted in from 2.50% to 97.50% 
percentile of posterior estimates, the estimators do not contain zero. 
This means that these predictors are significant and shown by 
highlight. Three out of seven significant predictors do not meet 
financial ratio rule from corporate finance point of view. They are CR, 
GPM and IHSG that are indicated by bold italic. The values of CR, 
GPM and IHSG are positive value as follows 0.416002, 3.879433, and 
0.001756, respectively. This means that if the company lasted up to 
103 quarters, then the company has a greater probability of delisting. 
The financial ratio theory explains that if values of CR, GPM and 
IHSG variables increase then the probability of delisted company 
decreases. This inappropriateness may be caused by multicollinearity.  

The other significant variables are EBITA, STA, SFA, and BI 
Rate. The values of those corresponding coefficients are negative; i.e. 
11.5796, 8.2343, 4.5078 and 1.2798. Based on the financial ratio 
theory, those variables are appropriate with financial ratio 
interpretation. If the companies survive until 103 quarters, these 
companies have higher probability of being delisted.  The addition of 
each unit of variable EBITA, STA, SFA, and BI. Rate causes the 
company's probability to delisting is smaller. Based on the estimation 
value listed in Table 4, the hazard value can be calculated to predict 
the potentially delisting company. The hazard model is formulated in 
Eq. (10). All predictors are written in the formula, because all the 

values have the influence for the delisting of company, even though 
its value is small. 

ℎ 𝑡, 𝑥! = !!"
!!!!"

,     (10) 

with  
𝑎!" = exp −7.0123 + 0.4160 𝐶𝑅!" + 0.4704 𝐷𝐴𝑅!"

− 0.1188 𝐷𝐸𝑅!" − 1.2810 𝑅𝑂𝐴!"
− 0.5921 𝑅𝑂𝐸!" + 3.8794 𝐺𝑃𝑀!"
− 1.5396 𝑂𝑃𝑀!" + 0.0760 𝑁𝑃𝑀!"
− 11.5796 𝐸𝐵𝐼𝑇𝐴!" − 8.2343 𝑇𝐴!"
+ 0.3293 𝐸𝑇𝐷!" − 0.2660 𝑊𝐶𝐴!"
− 0.0113 𝑊𝐶𝐿𝑇𝐷!" − 0.4607 𝑅𝐸𝐴!"
− 4.5078 𝑆𝐹𝐴!" + 0.0018 𝐼𝐻𝑆𝐺!
− 1.2798 𝐵𝐼𝑟𝑎𝑡𝑒! 

The cumulative hazard is produced by summing up each 
probability of hazard for each company in first to the last quarter. 
Meanwhile, survival probability is calculated by using the relation of 
hazard function and survival function that has been described in Eq. 
(3). Probability of delisting company is calculated by subtracting one 
by its survival probability. Based on (1), it calculates the probability 
of hazard, survives, and delisting for each company. Its descriptive 
statistic are summarized in Table 5. 

Table 5 informs that there are companies that have hazard values 
of 0.3943 and 0. Companies that have smaller hazard value will be 
safer to be invested because it has small probability to delist form 
IDX. Companies with large hazard value have small probability to 
survive and consequently have a high probability of delisting. 

Table 3 The C-index value calculated for each window. 

Wind. Year 
Begin 

Sample 
Size 

Prior Distribution 

Improper 
Uniform 

Multivariate 
Normal Cauchy 

1 1990 5458 44.1177 58.8235 44.1177 

2 1991 5434 44.1177	 64.7059 44.1177 

3 1992 5353 44.1177	 64.7059 44.1177 

4 1993 5245 44.1177	 64.7059 44.1177 

5 1994 5119 44.1177	 64.7059 44.1177 

6 1995 4969 44.1177	 64.7059 44.1177 

7 1996 4797 44.1177 64.7059 44.1177 

8 1997 4616 44.1177	 61.7647 44.1177 

9 1998 4421 44.1177	 61.7647 44.1177 

10 1999 4221 44.1177	 61.7647 44.1177 

11 2000 4020 44.1177	 58.8235 44.1177 

12 2001 3812 44.1177	 58.8235 44.1177 

13 2002 3596 44.1177	 58.8235 44.1177 

14 2003 3370 44.1177	 58.8235 44.1177 

15 2004 3138 44.1177	 58.8235 44.1177 

16 2005 2902 44.1177	 58.8235 44.1177 

17 2006 2666 44.1177	 58.8235 44.1177 

18 2007 2426 44.1177	 58.8235 44.1177 

19 2008 2183 44.1177	 58.8235 44.1177 

20 2009 1916 44.1177	 58.8235 44.1177 

21 2010 1648 44.1177	 55.8823 44.1177 

22 2011 1376 44.1177	 55.8823 44.1177 
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Table 4 Parameter estimates obtained from data in 1996-2015 using 
multivariate normal prior distribution. 

 

Variable Mean 
Confidence Interval 

2.50% 97.50% 

intercept -7.0123 -8.4080 -5.6476 

CR      0.4160 0.0783 0.7119 

DAR     0.4704 -1.1390 1.8712 

DER     -0.1188 -0.4561 0.2081 

ROA     -1.2810 -6.0580 3.4872 

ROE     -0.5921 -3.1400 1.5589 

GPM     3.8794 0.6634 7.4113 

OPM     -1.5396 -3.5140 0.4874 

NPM     0.0760 -1.0720 1.1237 

EBITA   -11.5796 -17.8600 -4.8551 

STA     -8.2343 -12.6600 -4.3605 

ETD     0.3293 -2.4380 2.9549 

WCA     -0.2660 -1.9170 1.4325 

WCLTD   -0.0113 -0.0955 0.0635 

REA     -0.4607 -1.4870 0.4828 

SFA     -4.5078 -7.8470 -1.6356 

IHSG    0.0018 0.0004 0.0033 

BI Rate -1.2798 -2.4520 -0.4020 

 
 
Table 5 Descriptive statistics of hazard, survival and delisting 

probability. 
 

Probability 
Statistic 

Mean Min Median Max 

Hazard 0.0231 0 0.0002 0.3943 

Survival 0.9797 0.6742 0.9998 1 

Delisting 0.0230 0 0.0002 0.3258 

 
CONCLUSION 

In this work, the Bayesian multiple-period logit model is 
successfully applied to predict the default probability and survival 
probability of listed manufacture companies in Indonesian stock 
exchange. Among the three prior distributions employed, the most 
appropriate prior is multivariate normal distribution. This prior is able 
to update the information in the likelihood of the data such that the 
values of C-index obtained are always higher than ones obtained from 
other priors. Moreover, the windowing scheme suggests the shortest 
period of data with highest C-index is the data span from 1996 until 
2015. The significant predictors as input of the best model are CR, 
GPM, EBITA, STA, SFA, IHSG and BI Rate. Three out of these 
seven significant predictors, i.e. CR, GPM, and IHSG, have 
coefficients sign that opposite with financial perspective. 
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