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Abstract Noise and artefacts in mammogram images can obscure important indicators of 
microcalcifications, complicating accurate diagnosis. While traditional spatial filters can reduce 
noise and are effective to some extent, they often fail to enhance features crucial for classification. 
This study uses persistent homology (PH) to evaluate and improve the classification performance 
of various spatial filters on mammogram images. The evaluation process involves converting 
filtered images into persistence diagrams (PDs) to capture topological features. These diagrams 
are then vectorised into PH features for classification using a neural network classifier. This study 
also examines further filtering of PDs from filtered images to enhance classification performance. 
Using the Digital Database for Screening Mammography (DDSM) and Mammographic Image 
Analysis Society (MIAS) datasets, we evaluate Median, Wiener, Gaussian, and Bilateral filters 
alone and integrate them with PH-based filtering. Results show significant classification 
improvements, with Wiener filters achieving 96.33% accuracy on the DDSM dataset (up from 
57.38%) and Gaussian filters reaching 85.33% on the MIAS dataset (up from 73.33%). These 
findings demonstrate the potential of PH-based filters to enhance diagnostic accuracy in breast 
cancer detection by refining topological features and effectively reducing noise. 
Keywords: Spatial filter, breast cancer, classification, mammogram, persistent homology. 

 

 
Introduction 
 
Breast cancer remains a major health concern for women globally. In 2020, more than 2.3 million women 
were diagnosed with breast cancer, resulting in 685,000 deaths [1]. The incidence of breast cancer is 
projected to exceed over 3 million new cases annually by the year 2040, with 1 million anticipated 
fatalities [2]. Preventive measures, including imaging screening, play a crucial role in early detection, 
significantly improving patient survival rates [3]. Among the various screening techniques, 
mammography has been proven to identify early-stage cancers[4]. 
 
Microcalcifications (MCCs) are suspicious signs that often require further investigation, appearing in 
about one-third of malignant lesions detected during mammography [5], [6]. Benign MCCs are typically 
larger, rounder in shape, fewer, and more uniform. In contrast, clusters of small-sized and irregular-
shaped MCCs may indicate early signs of cancer (malignant cases) [7]. Accurate classification of MCCs 
as benign or malignant is essential for early diagnosis and effective treatment planning. However, the 
noise and artefacts in mammogram images affecting the identification of MCCs pose a significant 
challenge [8]. 
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Advancements in image processing have improved the accuracy of microcalcification detection [9], [10]. 
Enhancing any process could improve the entire system's performance [11]. Pre-processing, particularly 
image denoising, is crucial [12]. Traditional spatial filters like Median, Weiner, Gaussian, and Bilateral 
filters are commonly used for noise reduction in mammograms [13], [14], [15]. Every method has its own 
set of benefits and drawbacks. The Median Filter handles outliers without amplifying noise, yet it may 
also blur image details and thin lines, even at low noise densities [15], [16]. The Wiener filter is helpful 
in adapting to varying noise levels but tends to blur sharp edges and incompletely filter the noise [17]. 
The Gaussian filter smooths images effectively, but it can also obscure high-frequency details [18]. The 
Bilateral filter preserves edges while reducing noise and can effectively maintain the structural details of 
an image [19]. Nevertheless, it may struggle with high noise levels and is computationally intensive, 
making it less practical for large datasets [20]. Although traditional filters have effectively reduced 
common types of noise in mammographic images, such as Gaussian noise, salt and pepper noise, and 
speckle noise, most studies evaluate these filters using image quality metrics such as Peak Signal Noise 
Ratio (PSNR) and Structural Similarity Index (SSIM) [21], [22]. However, there is a lack of studies 
examining how these filters influence the classification performance of mammographic images, 
particularly for detecting microcalcifications. This study addresses this gap by investigating how 
traditional filters, both individually and combined with a persistent homology approach, affect the 
classification performance of a neural network. 
 
Persistent Homology (PH) is a core tool in topological data analysis (TDA), known for extracting multi-
scale topological features from data [23], [24]. PH has been applied across various domains, especially 
in medical image processing, where PH has been leveraged for tasks such as tumour segmentation in 
colorectal cancer [25] and biomedical image segmentation [26]. Furthermore, PH features such as 
connected components, loops, and voids, which are captured across different scales and represented 
in persistence diagrams, have been effectively utilised in classification tasks, including identifying 
hepatocellular ballooning in liver biopsies [27], diagnosing prostate cancer [28], classifying breast 
tumours [29], hepatic tumour classification [30], and analysing eye fundus images [31].  
 
Despite these advancements, the application of PH in image denoising, particularly in mammographic 
analysis, remains underexplored. Our previous work [32] introduced PH-based filtering approach for 
noise reduction in mammogram images. Unlike traditional spatial filters, this method operates on 
persistent diagrams (PDs) derived from PH, aiming to preserve the intrinsic features of 
microcalcifications and thereby enhance the discriminatory information for classification tasks. 
 
Persistence Diagrams (PDs), a key topological descriptor from PH, capture the birth and death of 
features like connected components and loops as pixel intensity varies. PDs effectively summarise these 
features' significance by plotting their lifespan on a half-plane above the diagonal [33]. Points far from 
the diagonal indicate prominent features, while those close to the diagonal are interpreted as noise [29]. 
The distinct ability of PH to differentiate between significant and noise features drives our investigation, 
utilising PH to evaluate filtering techniques and exploring its potential to improve classification 
performance. 
 
In PH, the topological features from PDs can be converted into a format compatible with machine-
learning models. Two common methods for this conversion are Persistent Entropy (PE) and Persistent 
Image (PI). PE measures the complexity of topological features by assessing the distribution of the 
lifespans, providing a robust metric for datasets with varying topological structures [34]. For instance, 
Leykam et al. [35] used PE  to detect dark solitons, demonstrating its effectiveness in analysing complex 
topological structures. Similarly, Rammal et al. [36] utilised PE as input in a machine-learning model to 
diagnose prostate cancer, while Yen and Cheong [34] applied it to the stock market analysis in Singapore 
and Taiwan. On the other hand, Persistent Image (PI) transforms points in PDs into fixed-size images 
[37], leveraging image-based capabilities for effective data analysis. The effectiveness of PI in medical 
imaging is evidenced by Teramoto et al. [38] in classifying hepatocellular ballooning in liver biopsies, 
Asaad et al. [39] in breast tumour classification using mammogram scans, and Oyama et al. [37] in 
hepatic tumour classification using MRI images. 
 
This study expands on our previous work by leveraging PH to evaluate the impact of spatial filters on the 
classification performance of a neural network using PH features. The primary goals are: i)  to assess 
how different spatial filters affect the classification of microcalcifications and ii) to integrate PH-based 
filtering with spatial filters to enhance classification performance. This research aims to contribute to 
more accurate and reliable breast cancer detection and diagnosis by addressing the challenges of noise 
and artefact removal in mammogram images. 
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Methodology 
 
This study uses the PH approach to evaluate how various spatial filters applied to mammogram images 
affect the classification performance of a neural network. The evaluation process involves several key 
steps: transforming all filtered images into PD to capture their topological features, vectorising these PD 
using PH features; and classifying the vectorised features with a Neural Network Classifier. We propose 
further filtering the PDs to enhance classification accuracy. The proposed framework is illustrated in 
Figure 1, encompasses the entire process from image acquisition to classification, integrating spatial 
filtering and PH analysis to improve microcalcifications' classification for early breast cancer diagnosis. 
The main stages of this framework are described below. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1. Illustration of proposed framework 

 
 
Dataset 
Two publicly available datasets containing regions of interest (ROI) with microcalcifications were used. 
The first dataset is from the MIAS dataset, containing 26 image patches mammography films with the 
abnormality's location given by the specialists [40]. The patches include three types of background 
tissue: fatty, fatty glandular, and dense glandular. The ROI size of each image is 200 x 200 pixels. The 
second dataset is from the digital screening mammography (DDSM) database, consisting of 244 image 
patches randomly selected with the size of 300 x 300 pixels [41]. The image labels for both datasets are 
described in Table 1. Although both datasets contain many mammograms, not all of them exhibit 
microcalcifications. Therefore, the number of microcalcification patches is significantly lower than the 
total number of images in the datasets. 
 
Table 1. Image labels for mammographic microcalcifications in both datasets 
 

 Benign Malignant Total 
MIAS 13 13 26 
DDSM 122 122 244 
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Spatial Filters 
Spatial filtering techniques are widely employed to address noise-related problems and enhance an image's 
quality [42]. These techniques adjust pixel values based on their neighbouring pixels. This study compares 
the following spatial filtering methods: 
 
Median Filter 
The median filter is a non-linear spatial filtering technique commonly used in the pre-processing 
of mammography images [43]. It replaces each pixel value with the median of the surrounding 
pixels within a sliding window over the image  [44]. Mathematically, for a pixel  , the median filtered 
value is 

     { }( , ) ( , )M x y median I x i y j= + +                                (1) 
where ( , )i j are the coordinates of the pixels within the window centred at ( , )x y . The window 
size is a critical factor in the operation of the median filter. It determines the range of neighbouring 
pixels that are taken into account. Larger windows offer more effective noise reduction but can 
also blur image details. On the other hand, smaller windows preserve details better but may not 
be as effective at reducing noise [45].  
 
Gaussian Filter 
The Gaussian filter is a technique that smooths and reduces noise by convolving the image with a Gaussian 
kernel. It assigns higher weights to central pixels and lower weights to those further away [46]. The filtered 
image '( , )G x y is obtained using [47] 

                                                '( , ) ( , ) ( , )k k

i k j k
G x y I x i y j G i j

=− =−
= + + ∗∑ ∑                                           (2) 

where 
2 2

22( , )
i j

G i j e σ
+

−
= , σ is the standard deviation of the Gaussian distribution and k determines the kernel 

size, with the summation covering all pixels in the window centred at ( , )x y . An important parameter of the 
Gaussian function is σ (sigma), which controls the level of smoothness where a larger sigma value results 
in more significant smoothing. 
 
Wiener Filter 
The Wiener filter is used to reduce noise in images while preserving important details by minimising the 
mean square error between the estimated and the original image. In the spatial domain, the filter operates 
over a local neighbourhood or kernel, which determines how much of the surrounding pixel information is 
used to compute the output for each pixel. The mathematical formulation of the Wiener filter in the spatial 
domain is [48]   

    
where ( , )f x y is the original image, *( , )H u v is the complex conjugate of the Fourier transform of the 
degradation filter, 2 ( , )H u v is the momentum square of the degradation filter,  ( , )G u v is the degraded image 
in the frequency domain, ( , )nP u v and ( , )sP u v are the power spectra of the noise and the signal, respectively. 
The output image 𝑓𝑓(𝑥𝑥,𝑦𝑦) is obtained by multiplying the observed image by the Wiener filter in the frequency 
domain, followed by an inverse Fourier transform to return to the spatial domain. An essential parameter of 
the Wiener filter is the kernel size, which affects the filter's performance and the balance between noise 
reduction and detail preservation. 
 
Bilateral Filter 
The Bilateral Filter stands out for its ability to smooth images while preserving edge details [49]. It replaces 
each pixel's intensity value by averaging only those pixels with similar intensities within a specified 
neighbourhood [50]. This Bilateral filter ensures that edges, typically identified by sudden intensity changes, 
remain unaltered during the smoothing process. The formulation is as follows: 

 

          𝑓𝑓(𝑥𝑥,𝑦𝑦) = 𝐻𝐻∗(𝑢𝑢,𝑣𝑣)

𝐻𝐻2(𝑢𝑢,𝑣𝑣)+�𝑃𝑃𝑛𝑛(𝑢𝑢,𝑣𝑣)
𝑃𝑃𝑠𝑠(𝑢𝑢,𝑣𝑣)�

𝐺𝐺(𝑢𝑢, 𝑣𝑣)                      (3) 

          
2 2

2 2

( ) ( )1( ) ( ) exp exp
2 2

D

f
q Sp r s

p q I p I q
I p I q

W σ σ∈

   − −
   = × − × −
   
   

∑          
             (4) 
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where ( )fI p is the filtered intensity value at pixel p, ( )I q is the intensity value at pixel q within the 
neighbourhood S with diameter D, pW is the normalisation factor, rσ is sigma space which controls the 
spatial proximity influences the filtering process and sσ is sigma color space determines the influence of 
colour intensity among neighbouring pixels. 
 
Table 2 presents the parameter configurations for the spatial filters employed in this study. These 
parameters reflect the best-performing configurations within our experimental framework, determined using 
cross-validation to achieve the highest accuracy for each filter applied to the MIAS and DDSM datasets. 
 

Table 2. Parameter settings for spatial filters 
 

 Median  Gaussian Wiener  Bilateral 

MIAS WS = [3,3] Sigma = 1.0 KS= [3,3] D=10, S=15, s=15 

DDSM WS = [3,3] Sigma = 0.5 KS = [3,3] D=15, S=20, s=30 
 
 
Based on Table 2, the term 'WS' in the Median filter refers to the 'Window Size' used to determine the area 
around each pixel contributing to the median calculation. This area is typically a square grid of pixels, like a 
3x3 matrix. Gaussian filters use the 'Sigma' value to represent the standard deviation of the blur effect. 
Higher values of 'Sigma' indicate more blur in the image [21]. On the other hand, 'KS' or 'Kernel Size' in 
Wiener filters defines the dimensions of the sliding window that moves across the image to apply the filtering 
process. The Bilateral filter uses 'D' to refer to the diameter of the pixel neighbourhood considered for 
filtering, 'S' and 's' to denote the 'Sigma Color Space' and 'Sigma Space', respectively. 
 
Persistent Homology 
Persistent homology (PH) provides a profound understanding of the image's structure corresponding to 
the k-th homology group ( kH ),  such as connected components 0( )H , loops 1( )H , voids 2( )H , and 
higher dimensional features. The first step in computing persistent homology is constructing complexes 
from the image. The cubical complexes are ideal for representing a two-dimensional grayscale image, 
which are intricate geometric shapes consisting of a finite union of n-cubes, such as vertices (0-cubes), 
edges (1-cubes), and squares (2-cubes) [51]. In this image, each pixel is considered as a 2-cube square. 
These squares are grouped to form a cubical complex, as shown in Figure 2. 
 

 
(a)  

(b) 

 
(c)  

(d) 
 

 

 
Figure 2. Illustration of cubical complex formation in grayscale images using persistent homology tools. (a) sample test image, (b) pixel 
values of the image, (c) the barcode of topological features and (d) the persistent diagram 
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The grayscale test image in Figure 2(a) contains three objects, A, B, and C, placed against a uniform 
background. These objects are differentiated by their pixel values, as Figure 2(b) illustrates. Object A 
has a value of 195, B is 235, and C is at the maximum of 255, against the background value of 89. These 
pixels constitute a cubical complex, which is then analysed topologically. The barcode diagram in Figure 
2(c) illustrates topological features' birth and death points, with the blue line showing the connected 
component of the image, indicating areas of contiguous pixel values. As the filtration value increases, 
this line demonstrates the development and eventual merging of distinct regions within the image. 
Meanwhile, the objects in the image are captured by the three loops in orange dashed lines, which track 
the existence of these features through their creation and filling (in homological terms, their birth and 
death in 1H  ). Moreover, the persistent diagram (PD) in Figure 2(d) is yet another representation of the 
barcode by plotting these features on a plane, with the x-axis indicating the birth points and the y-axis 
indicating the death points, providing a clear visualisation of their persistence within the cubical complex 
framework.  
 
The differences between death and birth points on the diagram represent the feature's lifespan, providing 
a measure of feature persistency [52]. Points far from the diagonal (long lifespan) indicate their 
significance or robustness features in the data, whereas points that lie close to the diagonal (short 
lifespan) are often considered potential noise [35]. The persistent diagram in Figure 2(d) concretely 
quantifies these features, with the lifespan of each feature being critically assessed by the distance 
between its birth and death points. Such distinction is pivotal for our study's focus on 1-dimensional holes 
( 1H ) due to their relevance in identifying microcalcifications shown as white spots in mammographic 
images.  
 
Transitioning from the conceptual to the practical, Figure 3 illustrates examples of PDs for both benign 
and malignant microcalcifications in the DDSM dataset. The PDs demonstrate that images with similar 
structures exhibit similar patterns [53]. Specifically, the benign PDs (Figure 3a) show topological features 
associated with long-lived lifespans, while malignant PDs (Figure 3b) have shorter lifespans, resembling 
noise. This differentiation highlights the significance of PH in discerning meaningful patterns from noise, 
establishing it as a crucial marker in our analysis. 
 

 
Figure 3. The 𝑯𝑯𝟏𝟏 PDs of benign and malignant microcalcifications in the DDSM dataset 
 
 

    

a) Benign microcalcifications 
    

b) Malignant microcalcifications 
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PH-Based Filtering 
The PH-based filtering approach provides an innovative method for image denoising by operating on 
PDs rather than directly on the image. In our previous study, we proposed a multi-level filtering technique 
using PDs, to effectively filter and classify mammographic microcalcification images, as detailed in  [32]. 
This method demonstrated significant potential in enhancing the classification accuracy of machine 
learning techniques.  
 
In this study, we expand our previous work by integrating spatial filters with the PH-based filter to 
enhance the classification performance further. The proposed approach applies spatial filters to 
preprocess the images and then derives PDs from the filtered images. The PDs are subsequently filtered 
based on the maximum lifespan of topological features. The filtering process consists of the following 
steps: 
 

Step 1: For each filtered image, obtain the PD for 1-dimensional loops ( 1H ): 
 

1
{( , ) | 1,2,3,..., }H i iPD b d i n= =  

where ib and id represent the birth and death values for topological 
feature i. 
 

        
 

(5) 

Step 2: Calculate the lifespan of each point in the PD. The lifespan is calculated as 
the difference between the death and birth values: 
 
                                        ( ) i ilifespan i d b= −  
 

 
 
   

(6) 
 

Step 3: Find the maximum lifespan.  
 
                      max( ) max{ ( ) 1,2,3,..., }lifespan lifespan i n= =  
 

 
  

 (7) 
 

Step 4: Perform incremental noise filtering on PD. Filtering (P) is performed based on 
a certain percentage of the maximum lifespan. Points that have a lifespan 
exceeding a certain threshold value are retained. 
 
                          % { | ( ) max( )}kP i lifespan i k lifespan= > ×  
where k represents the filtering percentage. 
 

 
 
 

(8) 
 
 

Step 5: Obtain the corresponding points in the PD. For each filtering level, we need to 
obtain the points in the persistent diagram whose lifespan matches the filtered 
range: 
                      
                         

1% %{( , ) | ( , ) }k i i i i H kPD b d b d PD i P= ∈ ∧ ∈  

 
 
 
 

  (9) 
 

 The complete algorithm for PH-based filtering is summarised in Algorithm 1. 
 

Algorithm 1 PH-based Filtering using PD 
Input: n ← number of images in a dataset 

for i =1,2, 3, …., n do 
      I ← load the ith image from the dataset. 
     PDH1 ← Obtain the persistent diagram of 1H  (loops) 
     lifespan ← Calculate the lifespan (death – birth)  
     max_lifespan ← Obtain the max(lifespan) 
      
     for each point in PD1 do 
     for threshold = ' 'δ to 1 where '0 1'δ< < do 
           if point(lifespan) > threshold * max_lifespan 
                 Add point to filter_[threshold *100]% 

Output: filter_[threshold *100]%(points) 
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Based on this algorithm, the threshold value corresponds to the percentage of denoising. We used a 
20% filter for the MIAS dataset and 30% for the DDSM dataset for comparison purposes, as proposed 
by [32].  
 
PH Features 
After filtering, the 1H data is transformed into a vector using PH features to form a feature set for the 
machine learning model to assess the classification performance. Persistent entropy and persistent 
image are used for vectorisation, providing topological features. 
 
A) Persistent Entropy (PE) 

 
PE measures the disorder in the distribution of lifespan (persistence). Let PD's lifespan, | |death birth= −l
points. The entropy of PD is defined as [51] 

                                                                                        
1

( ) log
( ) ( )

n
j j

j j j

PD
S S

ε
=

 
=   

 
∑

l l
l l

                                                        (10) 

where j is the index of lifespans, n is the total number of lifespans (or features) and l( )jS  is the sum of 

the lifespan in the PD. Every PD will produce one entropy value. A zero PE value indicates the presence of 
a single or dominant feature, while N number of features consists of PE of log( )N . In scenarios where 
noise-induced features exhibit similar persistence levels, higher entropy values occur [35].  
 
B) Persistent Image (PI) 
 
PI is a technique proposed by Adams et al. [54] to convert PDs into fixed-dimension vectors that are suitable 
for machine learning. To construct PI, a PD's persistence points (birth and death coordinates) are rotated

°45 . The rotated PD denoted as R is then discretised into the persistent surface ( ρ ) in ( , )x y coordinated 
defined as 

                                                ( , )
( , )

( , ) ( , ). ( , )b d
b d R

R x y g x y f b dρ
∈

= ∑                                             (11) 

 
where ( , )g b d is a Gaussian smoothing function defined as  
    

        
2 2 2[( ) ( ) ]/ 2

( , ) 2

1( , )
2

x b y d
b dg x y e σ

πσ
− − + −=                                              (12)      

 
and ( , ) 0f b d ≥  are non-negative weighting functions. The PI is derived by integrating the persistence 
surface function ρ ( , )R x y over each pixel. Our experiments use a pixel size of 1, yielding one vectorised 
PI value per PD. The weighting function, ( , )f b d is based on the persistence values [54], and the 
Gaussian function's smoothing parameter,σ  is set to 1 by default. 
 
Classification Using Neural Network 
A neural network (NN) is a network system that is widely used in machine learning. The basic building block 
of a NN is the neuron, which can have adjustable weights to facilitate learning. The complexity of the 
network depends on the number of layers [55]. The primary network structure consists of three layers that 
group the neurons. These layers consist of input, hidden, and output layers. The NN architecture of this 
study is shown in Figure 4. The network utilises features derived from PH, which are PI and PE, as input 
layers. These features are unique in their ability to capture nuanced topological structures and the 
complexities inherent in data. A bias term ensures that the network maintains flexibility and adaptability. As 
the data travels through the network, it passes through a hidden layer of neurons. Throughout the network, 
the sigmoid activation function introduces non-linearity, enabling the model to capture intricate patterns. 
The processed data then moves to the output layer, with two neurons representing benign and malignant 
classifications. This network's design emphasises the potential of combining traditional neural network 
structures with persistent homology features. 
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Figure 4. The Neural Network Architecture 
 
 
           Performance Evaluation 

The effectiveness of each filtering technique is measured based on the classification performance metrics. 
A fundamental tool in classification evaluation is the confusion matrix, which presents a tabular number of 
predicted classes against the actual classes [56]. This matrix consists of four elements described in Figure 
5. 
 

 
 

Figure 5. The confusion matrix 
 
 

The confusion matrix provides insights into how well the classification model's predictions match the actual 
outcomes. This matrix is used to calculate other performance metrics such as accuracy, precision, recall, 
f-measure, and specificity, which are defined as follows [57]. 

 
• Accuracy (Acc). The percentage of images correctly classified to the total number of images. It gives an 

overall measure of how often the classifier is correct. 
 

                                                                                     100%TP TNAcc
TP TN FP FN

+
= ×

+ + +
                                                     (13) 

 
• Precision (Pr). The percentage of correctly predicted benign images to the total images predicted as 

benign. It describes the accuracy of the positive predictions, where high precision implies that the false 
positive rate is low. 
 

                                              Pr 100%TP
TP FP

= ×
+

                                                              (14) 
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• Recall (Rc). It is also called sensitivity. It measures the percentage of correctly predicted benign images 

to the total actual benign images. It tells us about the classifier's ability to detect positive cases. High 
recall means that the classifier correctly identified most of the positive cases. 
 

                                                                                                 100%TPRc
TP FN

= ×
+

                                                             (15) 

 
• F-measure (Fm). It provides a single score that balances the trade-off between precision and recall. 

The score can be used to determine the correctness of the test dataset.  
•  

            
Pr2 100%
Pr

RcFm
Rc

 ×
= × × + 

                                                     (16) 

 
• Specificity (Sp). The percentage of correctly predicted malignant images compared to the actual 

malignant images. High specificity means that the classifier correctly identified most of the malignant 
cases. 

 
                                                        (17) 

 
In addition, the overall effectiveness of filtering techniques can also be measured using the area under the 
curve (AUC) obtained by the receiver operating characteristic curve (ROC). The ROC curve plots the true 
positive rate (TPR), called recall, versus the false positive rate (FPR). The FPR mismeasures the number 
of benign cases identified as malignant compared to the total number of benign instances. This analysis 
will provide valuable insights into how each filtering method impacts the performance of various classifiers 
in distinguishing benign from malignant microcalcifications. 
 
Implementation Details 
In this study, the spatial filters were implemented in Python using well-established libraries for image 
processing, such as the Bilateral filter using the OpenCV library, while the Gaussian and Median filters 
employed the 'ndimage' module from the SciPy library, which offers a comprehensive collection of 
multidimensional image processing routines. Additionally, the 'signal' module in SciPy facilitates the Wiener 
filter application, which is equipped to perform advanced signal processing operations.  
 
For the PH computation, the cubical complex filtration and PD are generated using Cubical Ripser Software 
[58], while the vectorised topological features consisting of PI and PE features can be obtained using the 
Scikit-TDA library written in Python. Finally, the Rapid Miner Studio is used for the classification model with 
a fivefold cross-validation. Each experimental test uses 11th Gen Intel(R) Core(TM) i7-11800H, CPU 2.30 
GHz, 16 GB memory, and NVIDIA Geforce RTX 3050Ti for the graphics card.  
 
Results and Discussion 
 
In this study, we employed the PH approach to evaluate how various spatial filtering techniques, 
including Median, Gaussian, Wiener, and Bilateral filters, affect the classification performance of a neural 
network. The evaluation includes transforming filtered images into Persistence Diagrams (PD), 
vectorising these PD using PH features, and classifying the vectorised features with a Neural Network 
Classifier. The impact of further filtering the PD on classification performance is explored. As an 
illustration, we show samples of malignant images from the DDSM dataset to demonstrate the filtered 
image produced through spatial filtering techniques alongside the corresponding PD in Figure 6. The 
Median filter effectively reduces noise while preserving edges, enhancing the visibility of 
microcalcifications. The Gaussian filter smoothens images, reducing noise and blurring some fine details. 
The Wiener filter balances reducing noise and preserving features, keeping important structures while 
moderately reducing noise. The Bilateral filter demonstrates significant noise reduction, as shown by the 
decrease in the number of dots in the PDs, indicating fewer irrelevant topological features. Despite 
blurring fine details, it still preserves significant topological features. 
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a)  b)  c)  d)  e)  
Original Image Median Filter Gaussian 
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Wiener Filter Bilateral Filter 

a) Original Image b) Median Filter c) Gaussian Filter d) Wiener Filter e) Bilateral Filter 
 

Figure 6. Comparison of spatial filters applied to the malignant image and the corresponding PD 
 
 
In Figure 6, the points along the diagonal of the PDs generally represent noise, as these features have 
short lifespans and are less likely to correspond to meaningful structures like microcalcifications. In 
contrast, the points further from the diagonal represent more significant topological features, such as 
microcalcifications, which persist across multiple filtration scales. While spatial filters effectively reduce 
some types of noise, they may also unintentionally blur or diminish microcalcifications, particularly if the 
filtering parameters (e.g., kernel size, sigma values) are not carefully tuned. 
 
To address this limitation, we propose the implementation of PH-based filtering. This method involves 
filtering the PDs to remove diagonal noise features prior to vectorising the topological features. Figure 7 
provides an example of integrating PH-based filtering with spatial filters, demonstrating the 
improvements over the PDs shown in Figure 6. This combination allows for a more robust extraction of 
meaningful topological features while eliminating noise-related artefacts that spatial filters alone cannot 
fully address. 

 

    
a) Median Filter b) Gaussian Filter c) Wiener Filter d) Bilateral Filter 

 
Figure 7. Example of integrated PH-based filtering with spatial filters 
 
 

By eliminating these noise elements, the quality of the topological information used for classification is 
significantly enhanced, leading to more accurate and robust detection of microcalcifications. This 
additional PH-based filtering step refines the extracted features, ensuring that only the most prominent 
topological structures are retained for the classification process. In the following section, we will first 
present the feature extraction results, followed by the classification performance of the neural networks 
for each filtering technique in DDSM and MIAS datasets. 
 
The Vectorise PH Features 
The results of vectorising PH features for the original images, spatial filters and integrated PH-based 
filters in DDSM and MIAS datasets are shown in Figures 8 and 9, respectively. Each scatter plot point 
represents the value of PE versus PI for 244 images in DDSM and 26 images in MIAS datasets. Figures 
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8(a) and 9(a) show the scatter plots of the original images without any spatial filtering applied. As seen 
in these plots, there is significant overlap between the benign and malignant classes, indicating that it is 
challenging to distinguish between two classes based solely on topological features without filtering. 
When examining the spatial filter features only, as in Figures 8 and 9 (b), there is still considerable 
overlap between the benign and malignant classes, particularly in the core regions of the scatter plots. 
This highlights the challenges in distinguishing between classes. The Bilateral filter shows a tighter 
clustering of benign and malignant cases, suggesting it performs well in reducing noise while preserving 
important features. However, combining spatial filters with PH-based filtering, as shown in Figures 8 and 
9 (c), results in significantly improved separation of benign and malignant classes. This is demonstrated 
by the reduced overlap and more distinct clustering in the scatter plots, particularly for the Gaussian and 
Wiener filters in the DDSM dataset and the Gaussian filter in the MIAS dataset. These results suggest 
that PH-based filtering effectively removes diagonal noise features and enhances the distinctiveness of 
topological features. In the next section, we present the classification performance, demonstrating how 
the refined topological features improve classification accuracy in distinguishing between benign and 
malignant cases. 
 

 

a) Original Image 
Median Filter Gaussian Filter           Wiener Filter  Bilateral Filter 

    

b) Spatial filters only 
    

c) Integrating PH-based filter with spatial filters 
 
Figure 8. Scatter plot comparison of PH features for spatial filters and integrated PH-based filtering in the DDSM dataset 



 

e-ISSN 2289-599X | DOI: https://doi.org/10.11113/mjfas.v20n6.3714 1300 

Abdul Malek et al. | Malaysian Journal of Fundamental and Applied Sciences, Vol. 20 (2024) 1288-1307 
 

 

a) Original Image 
     Median Filter      Gaussian Filter                  Wiener Filter  Bilateral Filter 

    

                                                                                  b)     Spatial filters only 
    

c) Integrating PH-based filter with spatial filters 
 
Figure 9. Scatter plot comparison of PH features for spatial filters and integrated PH-based filtering in the MIAS dataset 
 

The Classification Performance  
The confusion matrices depicted in Figures 10 and 11 serve as the basis for evaluating the effectiveness 
of the filters in distinguishing between benign and malignant cases. Figures 10 and 11 (a) show the 
performance of the original images without any spatial filtering. As expected, without filtering, there is a 
considerable number of misclassifications in both benign (B) and malignant (M) cases, indicating that 
without any form of enhancement, it is challenging to distinguish between the two classes accurately. 
Figures 10 and 11(b) depict the performance of spatial filters alone in both datasets. The Median filter 
demonstrates a balanced performance but with a notable number of misclassifications in both benign 
and malignant cases. The Bilateral filter achieves the best performance among the spatial filters alone, 
displaying fewer misclassifications.  
 
When integrated with pH-based filtering, all the spatial filters show significant improvement, as shown in 
Figures 10 and 11(c). It reduces the number of misclassifications across both datasets, with the Gaussian 
and Wiener filters demonstrating the most noticeable improvements. This suggests that PH-based 
filtering enhances the ability of spatial filters to preserve critical topological features while reducing noise, 
leading to better classification performance. 
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a)  Original image 
      Median Filter       Gaussian Filter     Wiener   Filter       Bilateral Filter 

    

b) Spatial filters only 
    

c) Integrating PH-based filter with spatial filters 
  

Figure 10. Confusion matrices for spatial filters and Integrated PH-based filtering in the DDSM dataset 
  
 

  
 
 
 
 
 
 
 

a) Original image 
     Median Filter         Gaussian Filter      Wiener   Filter      Bilateral Filter 

    

b) Spatial filters only 
    

c) Integrating PH-based filter with spatial filters 
 

Figure 11. Confusion matrices for spatial filters and Integrated PH-based filtering in the MIAS dataset 
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The following results detail the classification performances of various spatial filters, both standalone and 
integrated with PH-based filters, in processing mammographic microcalcification images from both 
datasets. The tables and figures comprehensively compare accuracy, precision, recall, F-measure, 
specificity, and AUC for these filters, revealing significant improvements when PH is integrated. For the 
DDSM dataset,  as shown in Table 3, the no-filter configuration, which uses the original images without 
spatial filters, achieved an accuracy of 62.28%, a precision of 63.65%, a recall of 56.37%, an F-measure 
of 59.28%, specificity of 67.93%, and an AUC of 0.614. Among the standalone spatial filters, the Bilateral 
Filter outperforms others with an accuracy of 71.76%, precision of 73.27%, recall of 69.6%, F-measure 
of 71.19, specificity of 73.87%, and AUC of 0.804. In contrast, the Median, Wiener, and Gaussian filters 
exhibit lower performance metrics, with accuracies ranging from 56.16% to 60.26% and AUC values 
from 0.62 to 0.646. These results highlight the limitations of traditional spatial filtering techniques in 
isolating and classifying microcalcifications effectively. The integration of PH-based filtering shows a 
marked improvement across all performance metrics, as presented in Table 4. Specifically, the PH-
integrated Wiener filter achieves the highest accuracy of 96.33% and an AUC of 0.963, indicating 
superior discriminatory capability. Similarly, the Gaussian filter shows a notable improvement with an 
accuracy of 95.1% and an AUC of 0.951. The Median filter also benefits, achieving an accuracy of 
93.87% and an AUC of 0.939, while the Bilateral filter, despite its initial strong performance, shows less 
pronounced improvements post-integration. 
 

   Table 3. Classification performances of spatial filters only in the DDSM dataset 
 

Filters Accuracy Precision Recall F-measure Specificity AUC 
No Filter 62.28 63.65 56.37 59.28 67.93 0.614 

Median Filter 56.16 56.99 58.97 56.85 53.3 0.646 
Wiener Filter 57.38 57.98 64.67 60.04 50.03 0.644 

Gaussian Filter 60.26 64.97 49.17 54.4 71.33 0.62 
Bilateral Filter 71.76 73.27 69.6 71.19 73.87 0.804 

 
 
 Table 4. Classification performances of Integrated PH-based filter with spatial filters in the DDSM dataset 
 

Filters Accuracy Precision Recall F-measure Specificity AUC 
Median Filter 93.87 91.28 97.53 94.15 90.23 0.939 
Wiener Filter 96.33 94.55 98.33 96.39 94.3 0.96 

Gaussian Filter 95.1 93.72 96.7 95.16 93.5 0.951 
Bilateral Filter 87.7 87.22 88.47 87.74 86.93 0.877 

 
 
 Shifting to the MIAS dataset, the standalone spatial filters (Median, Bilateral and Gaussian) demonstrate 

moderate performances, with all three showing improvements over the original image (no-filter), as 
shown in Table 5. In contrast. the Wiener filter performs the least effectively, with an accuracy of 68.67% 
and an AUC of 0.684, showing a decline compared to the original image. The integration of PH with 
spatial filters significantly improves classification performance across all metrics, as shown in Table 6. 
The Gaussian filter integrated with PH achieved the highest accuracy of 85.33% and an AUC of 0.867. 
These results indicate that PH can enhance the ability of spatial filters to classify microcalcifications, 
even in a smaller sample size dataset like MIAS. 

 
 Table 5. Classification performances of spatial filters only in the MIAS dataset 

 
Filters Accuracy Precision Recall F-measure Specificity AUC 

No Filter 69.33 65 66.67 69.23 70 0.683 
Median Filter 76.67 75 83.33 76.48 70 0.767 
Wiener Filter 68.67 72 76.67 70.33 60 0.684 

Gaussian Filter 73.33 66.67 66.67 72 76.67 0.717 
Bilateral Filter 76.67 76.67 76.67 75.14 76.67 0.767 
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Table 6. Classification performances of Integrated PH-based filter with spatial filters only in the MIAS dataset 
 

Filters Accuracy Precision Recall F-measure Specificity AUC 
Median Filter 82 83.3 80 80 86.67 0.833 

Wiener Filter 74.67 80 73.33 76 76.67 0.75 
Gaussian Filter 85.33 86.67 86.67 85.33 86.67 0.867 
Bilateral Filter 82 85 80 81.14 83.33 0.817 

 
 

Figures 12 and 13 provide a comparative analysis of the classification performance metrics for spatial 
filters alone (blue bars) and integrated PH-based filtering with spatial filters (orange bars), with the red 
dashed line representing the performance of the original image without any filtering. This allows us to 
compare how much spatial filters improve upon the original image's classification performance, and how 
integrating PH-based filtering further enhances these metrics. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 12. Comparison of classification performance metrics for spatial filters only and Integrated PH-based filter in the DDSM dataset 
 
 

In Figure 12 (DDSM dataset), the Bilateral filter outperforms the original image across all metrics, both 
as a standalone filter and when integrated with PH-based filtering. When combined with PH-based 
filtering, all filters show significant improvements over the baseline, with the Wiener and Gaussian filters 
showing the most pronounced gains, especially in precision and recall. The Median filter also shows 
considerable improvement, especially in recall, indicating that PH integration helps these filters preserve 
critical topological features while improving classification performance. Notably, filters that initially 
performed poorly like the Median, Wiener, and Gaussian filters, show significant improvements after 
integration. Although the Bilateral filter already had the best standalone performance, also benefits from 
integration, though less pronounced compared to others, suggesting that PH provides more substantial 
benefits to filters that initially perform poorly. 

  
 In Figure 13 (MIAS dataset), both the Median and Bilateral filters outperform the original image in most 

metrics, with the Median filter demonstrating notable improvements in recall and precision. When 
integrated with PH-based filtering, the performance of all filters significantly improves compared to the 
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original image. Specifically, the Gaussian filter shows remarkable improvements in precision, recall, and 
F-measure, suggesting that PH-based filtering effectively enhances its ability to detect 
microcalcifications. The AUC for all filters also improves significantly when integrated with PH-based 
filtering, indicating better overall classification performance. 

 

 
 
Figure 13. Comparison of classification performance metrics for spatial filters only and Integrated PH-based filter in the MIAS dataset 

 
 
Comparing both datasets, we observe consistent patterns of improvement when integrating PH with 
spatial filters. However, the performance of individual filters varies between the DDSM and MIAS 
datasets. The degree of improvement is generally higher in the DDSM dataset. This can be attributed to 
the larger sample size in the DDSM dataset (244 images) compared to the MIAS dataset (26 images), 
which allows for a more robust evaluation of the filters' effectiveness.  
 
In the DDSM dataset, the Wiener filter shows the greatest improvement when combined with PH-based 
filtering, achieving the highest accuracy, precision, recall, and AUC. This superior performance can be 
attributed to the Wiener filter's ability to handle varying noise levels, making it particularly effective for a 
diverse dataset like DDSM. The larger sample size allows the Wiener filter to adapt better to the differing 
noise characteristics present across the dataset, further enhancing its performance when combined with 
PH-based filtering. In contrast, in the MIAS dataset, the Gaussian filter outperforms others. The smaller 
sample size makes the results more sensitive to individual image variations. The Gaussian filter’s 
smoothing capabilities balance noise reduction and preserve critical features such as microcalcifications. 
When integrated with PH-based filtering, the Gaussian filter effectively reduces noise while maintaining 
feature clarity, which explains its superior performance in the MIAS dataset. These variations highlight 
the importance of selecting filters that align with the specific dataset and image characteristics. 
 
The results of this study align with the current literature, which emphasises the limitations of spatial filters 
alone and the need for advanced filtering techniques in medical image analysis. Traditional spatial filters 
often struggle with mammogram images' intrinsic heterogeneity and complex tissue structure, resulting 
in limited noise reduction and feature enhancement [42]. Integrating PH-based filtering addresses these 
limitations by enhancing the robustness of feature extraction, leading to more accurate and reliable 
classification outcomes. 
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Conclusions 
 
This study demonstrates the effectiveness of the PH approach in evaluating and enhancing the 
classification performance of a neural network when spatial filters are applied to mammographic 
microcalcification images. By using PH, we transformed filtered images into PDs that capture topological 
features across multiple scales. These PDs were then vectorised using PH features and classified with 
a Neural Network Classifier. This evaluation revealed that traditional spatial filters, while reducing general 
noise, often fall short of fully eliminating noise and enhancing critical features necessary for accurate 
classification, resulting in suboptimal outcomes. 
 
Integrating PH-based filter with spatial filters significantly enhances classification performance in 
mammographic microcalcifications images, as evidenced by improvements in accuracy, precision, recall, 
F-measure, specificity, and AUC across both DDSM and MIAS datasets. In the DDSM dataset, the 
Wiener filter's accuracy increased from 57.38% to 96.33%, while in the MIAS dataset, the Gaussian 
filter's accuracy improved from 73.33% to 85.33%. These findings highlight the potential of PH-based 
filtering to refine topological features and effectively reduce noise, thus enhancing diagnostic accuracy.  
 
The study underscores the importance of evaluating spatial filters not just based on image quality metrics 
but also on their classification performance. The enhanced performance metrics validate the efficacy of 
this combined approach in early detection and diagnosis of breast cancer. For future research, several 
areas can be explored to advance the findings of this study. First, a comparative analysis between PH-
based filtering with and without spatial filters could provide deeper insights into the specific contributions 
of each approach. Additionally, expanding the application of this method to larger and more diverse 
datasets will help validate its robustness and generalizability. Integrating this approach with other 
advanced image processing and machine learning models, such as deep learning architectures, could 
further enhance diagnostic accuracy. This line of research has the potential to contribute significantly to 
clinical outcomes by improving the early detection of breast cancer. 
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