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Abstract Recent advancements in mathematical modelling have uncovered a growing number 
of systems exhibiting stiffness, a phenomenon that challenges the effectiveness of traditional 
numerical methods. Motivated by the need for more robust numerical techniques to address this 
issue, this paper presents an enhanced version of the Diagonally Block Backward Differentiation 
Formula (BBDF) that incorporates intermediate points, known as off-step points, to improve the 
accuracy and efficiency of solutions for stiff ordinary differential equations (ODEs). The new 
scheme leverages an adaptive step-size strategy to refine accuracy and efficiency between 
regular and off-grid integration steps. Theoretical analysis confirms that the proposed scheme is 
an A-stable and convergent method, as it satisfies the fundamental criteria of consistency, zero-
stability, and A-stability. Numerical experiments on single and multivariable systems across 
varying time scales demonstrate significant improvements in solving stiff ODEs compared to 
existing techniques. Therefore, the new proposed method is an effective solver for stiff ODEs 
Keywords: Variable step, diagonally, block backward differentiation formula, intermediate point. 

 

 
Introduction 
 
In real-world phenomena, especially in scientific and engineering disciplines, these phenomena are often 
characterized by single or systems of Ordinary Differential Equations (ODEs). ODE models, particularly 
systems of ODEs, may involve multiple variables, where the interconnection between variables can 
cause instability and exhibit significant behaviours called stiffness. In general, a system of ODEs is 
displayed by the following equation: 
 

 𝑥𝑥′ = f �𝑡𝑡, x(𝑡𝑡)�,      𝑥𝑥(𝑎𝑎) = 𝜇𝜇                                                                 (1) 
 

where x =  [𝑥𝑥1, 𝑥𝑥2,𝑥𝑥3, … , 𝑥𝑥𝑛𝑛]𝑇𝑇, f =  [𝑓𝑓1 ,𝑓𝑓2, 𝑓𝑓3, … , 𝑓𝑓𝑛𝑛]𝑇𝑇 and 𝜇𝜇 =  [𝜇𝜇1, 𝜇𝜇2, 𝜇𝜇3, … , 𝜇𝜇𝑛𝑛]𝑇𝑇 represent 𝑛𝑛-dimensional 
(column) vectors, 𝑡𝑡 and 𝑎𝑎 are scalars. Each element of 𝑥𝑥 may indicate linear and nonlinear terms. The 
solution is computed over the interval [𝑎𝑎, 𝑏𝑏] with respect to 𝑡𝑡 where 𝑎𝑎 and 𝑏𝑏 are finite. According to [1], 
the ODEs in (1) adhere to the Lipschitz conditions, thereby ensuring the existence and uniqueness of 
the solution. 
 
Stiffness arises when the equations in (1) exhibit widely varying timescales, making it challenging to 
accurately approximate the solutions. According to the definition of stiffness in [1], in ODE systems with 
varying timescales, stiffness can be recognized through the eigenvalues of the Jacobian matrix 
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associated with system (1). Specifically, the ratio of the highest to the lowest eigenvalues quantifies the 
stiffness. This stiffness necessitates the use of small step sizes to maintain stability in rapidly changing 
components, which can lead to significant round-off errors and increased computational costs. To 
mitigate local instabilities during the integration step, implicit methods are preferred due to their optimal 
stability [1]-[2]. The implicit method described in [1] is represented by the following formula: 

 
                                𝑥𝑥𝑛𝑛 = 𝜑𝜑1𝑥𝑥𝑛𝑛−1 + 𝜑𝜑2𝑥𝑥𝑛𝑛−2 + ⋯+ 𝜑𝜑𝑘𝑘𝑥𝑥𝑛𝑛−𝑘𝑘 + ∆𝑡𝑡(𝛿𝛿0𝑓𝑓𝑛𝑛 + 𝛿𝛿1𝑓𝑓𝑛𝑛−1 + ⋯+ 𝛿𝛿𝑘𝑘𝑓𝑓𝑛𝑛−𝑘𝑘                              (2) 

 
where 𝑛𝑛 = 𝑘𝑘, 𝑘𝑘 + 1, …  and 𝑥𝑥𝑖𝑖 = 𝑥𝑥(𝑡𝑡𝑖𝑖) and 𝑓𝑓𝑖𝑖 = 𝑓𝑓(𝑡𝑡𝑖𝑖 ,𝑥𝑥𝑖𝑖). The parameters 𝜑𝜑𝑖𝑖 and 𝛿𝛿𝑖𝑖 are manipulated to 
achieve the highest possible order subject to the following stability condition: 

  
The method (2) is considered stable if the polynomial equation associated with it has no zeros outside 
the unit disk and no multiple zeros on the unit circle. The method is of order 𝑝𝑝 if, for 𝑦𝑦 ∈ ℂ(𝑝𝑝+2) 

 
𝜌𝜌(𝐸𝐸)𝑥𝑥(𝑡𝑡) − ℎ𝜎𝜎(𝐸𝐸)𝑥𝑥′(𝑡𝑡) = 𝐷𝐷𝑝𝑝+1ℎ𝑝𝑝+1𝑥𝑥(𝑝𝑝+1)(𝑡𝑡) + 𝒪𝒪(ℎ𝑝𝑝+2), 

     
           Where 𝐸𝐸𝐸𝐸(𝑡𝑡) = 𝑥𝑥(𝑡𝑡 + ℎ) (refer to [2]). 
 

However, due to the rigid theory of stability and convergence introduced by Dahlquist in [3], the order of 
the method in (2) cannot exceed 𝑘𝑘 + 3 to remain stable in solving (1). To achieve higher order while 
preserving the stability of the method, four independent researchers [4]-[7] proposed adding an extra 
term ℎ𝑓𝑓𝜃𝜃  into (2), where the derivative 𝑓𝑓 is evaluated outside the grid point. The drawback of these 
methods was their complexity, as they required two separate predictors: one for approximating the 
solution at off-step points and another for approximating the solution 𝑥𝑥(𝑡𝑡𝑖𝑖). To address this, [8] combined 
the implicit continuous one-step method with four additional off-step points within the step, calling it a 
self-starting method since no predictor was needed for evaluation at off-step points. The meticulous 
selection of off-step points is crucial for optimizing local truncation error and maintaining local stability. It 
has become common practice among researchers to include off-step points in their formulas to enhance 
accuracy. For instance, [9] includes three off-step points 𝑥𝑥𝑛𝑛+𝑘𝑘 where 𝑘𝑘 = 1

3
, 2
3
 and 1

2
. Similarly, [10] 

uses 𝑥𝑥𝑛𝑛+𝑘𝑘 where 𝑘𝑘 = 1
4

, 1
2
, and 4

3
, and [11] selects 𝑥𝑥𝑛𝑛+𝑘𝑘 where 𝑘𝑘 = 1

5
, 1
2
 and 4

5
 . On the other hand, [12] opts 

for 𝑥𝑥𝑛𝑛+𝑘𝑘  where 𝑘𝑘 = 1
7
 and 9

7
. Nevertheless, selecting off-grid points between two regular grid points often 

leads to zero-stable formulae (see [13]-[15]). This technique has become essential for developing 
advanced numerical integration solvers for stiff ODEs. 
 
This trend of incorporating advanced numerical methods to handle stiffness in ODE systems has led to 
significant developments in the field. For instance, [16] introduced an implicit r-point Block Backward 
Differentiation Formula (BBDF) approach by modifying the classical Backward Differentiation Formula 
(BDF). While the classical BDF is typically known for solving nonlinear equations iteratively at each time 
step, the BBDF methods group multiple solution steps to solve stiff ODEs in a block scheme and reduce 
the computational cost. This novel methodology provides optimal stability for systems involving rapid 
changes in time scales and broadens the range of numerical techniques for handling stiff ODE problems. 
In a correlated study, [17] and [18] portrayed the absolute stable region and analysed the order and zero-
stable of the method. It proved that the BBDF in [16] is A-stable and well-suited for addressing stiff 
problems. [19] highlighted that higher-order BBDF offers improved accuracy than the lower-order 
methods. [20] and [21] solved first-order fuzzy differential equations using new tailored BBDF methods. 
In reference [22] and [23], a fixed parameter 𝜌𝜌 was incorporated into the modified BBDF, where the 
modification involved non-zero 𝛿𝛿𝑘𝑘−1,𝑖𝑖 and the value of 𝜌𝜌 was selected from the interval between -1 and 
1. 
 
For decades, the Diagonal BBDF introduced by [24] has emerged as one of the improved solvers for stiff 
ODE problems. The structure of the method blends the implementation of explicit methods with the 
stability of implicit methods, making it a compiling solver for stiff ODEs. The scheme builds upon the 
principles of the BBDF by focusing on the diagonal elements of the Jacobian matrix. This strategy 
strategically reduces computational complexity by exploiting the sparsity and structure of stiff ODE 
systems, resulting in faster and more efficient solution algorithms. [24] investigated the utilization of 
Diagonally Implicit two points BBDF of orders 2, 3, and 4 for stiff ODEs, emphasizing computational 
efficiency. Additionally, [25] explored the diagonalization of the fully implicit BBDF method presented in 
[23], demonstrating its superior stability, particularly when 𝜌𝜌 = −0.75. [26] modified the Diagonally implicit 
BBDF by transforming the structure of the method into equal diagonal elements, giving only one 
evaluation of the Jacobian and one LU decomposition for each time step and eventually speeding up the 
algorithm. Moreover, [27] conducted a comprehensive study by providing the stability properties of the 
Diagonally Implicit BBDF (DIBBDF) scheme in the context of pharmacokinetics modelling. Meanwhile, 
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[28] offers insights into the Singly DIBBDF tailored to the unique characteristics of HIV infection dynamics 
and facilitates more accurate simulations for the disease progression. 
 
As noted by [29], numerical integrators need to evolve into automatic codes that can adjust the step size 
dynamically throughout the solution interval, especially when dealing with rapid changes in the behavior 
of problems. The choice of step size is crucial when solving single or systems of ODEs with varying rates 
of change or sudden transitions. Implementing a constant step size strategy throughout the computation 
may lead to inefficiencies or inaccuracies in the findings. Thus employing the varying step size may 
circumvent the problem. Research in [30] suggested that to preserve the stability of the variable 
coefficient 𝑘𝑘-step BDF method, specific conditions on the step size ratio, 𝑟𝑟, must be met. For 𝑘𝑘 = 2, the 
value of 𝑟𝑟 must lie within the interval [0,2]. For 𝑘𝑘 = 3,4, and 5, the value of 𝑟𝑟 must be in the range �0, 𝑘𝑘

𝑘𝑘−1
�. 

These constraints ensure that the spectral radius of the iteration matrix remains less than or equal to 1, 
which is crucial for the stability of the numerical method. In the context of BBDF-tailored method, when 
a step is rejected, the step size is reduced by a factor of 0.5 (𝑟𝑟 =  2). Conversely, when a step is 
successful, several studies have employed 𝑟𝑟 values close to the upper bound of the stability interval, as 
highlighted in [30]. For instance, [31]-[33] used 𝑟𝑟 = 5

8
 to increase the step size by a factor of 1.6 when 

the error is small. Similarly, [34] utilized 𝑟𝑟 = 10
19

 to increase the step size by a factor of 1.9, while [35] 

opted for a factor of 1.196 �𝑟𝑟 = 1000
1196

� to adjust the step size. 
 
In response to the demand highlighted in [29], we employed the adaptive step technique in the framework 
design outlined in [15]. The step ratio was chosen based on the approach in [31], while the same off-grid 
point as used in [13] was maintained to ensure the method's stability. By dynamically adjusting the step 
sizes, the proposed scheme provides more accurate solutions between regular and intermediate 
integration steps, ultimately improving accuracy and efficiency, particularly in solving single and 
multivariable systems with components exhibiting varying time scales. 
 
This paper is structured in the following manners. The first section under the title Materials and Methods 
presented the formulation of the new method, addressing its consistency and zero stability. In addition, 
We plotted the stability region to demonstrate the A-stable condition. The section includes implementing 
the running code using variable step strategies and a two-stage Newton iteration. Next, the Results and 
Discussion section presented the numerical results of the proposed scheme conducted on single and 
multivariable stiff first ODE problems and analysed them by comparing them with the existing works. 
Lastly, we provided a concise summary of the findings under the Conclusions section. 
 
Materials and Methods 
 
Formulation of VDBBDFO 
In this section, we present the derivation of our newly proposed method, called the Variable step DIBBDF 
with Off-Step Points (VDBBDFO). This method extends the existing principles established by [15], which 
introduce a fixed-step A-stable diagonal BBDF formula with off-step points. The formulation of our new 
scheme begins with the following mathematical expression: 

 

                                      � 𝜑𝜑𝑝𝑝−𝑧𝑧,𝑞𝑞𝑥𝑥𝑛𝑛+𝑝𝑝−2
𝑧𝑧

𝑝𝑝=0
= ∆𝑡𝑡𝛿𝛿𝑞𝑞𝑓𝑓𝑛𝑛+𝑞𝑞 −� 𝜑𝜑𝑝𝑝+1,𝑞𝑞𝑥𝑥𝑛𝑛+�𝑝𝑝+12 �

𝑘𝑘−1

𝑝𝑝=0
                                                    (3) 

 
where 𝑥𝑥𝑛𝑛+𝑝𝑝−2 are the values of 𝑥𝑥 at previous time step, 𝑡𝑡𝑛𝑛+𝑝𝑝−2, and ∆𝑡𝑡 is the step size defined as ∆𝑡𝑡 =
𝑡𝑡𝑛𝑛 − 𝑡𝑡𝑛𝑛−1. The coefficients 𝜑𝜑𝑝𝑝−𝑧𝑧,𝑞𝑞,𝜑𝜑𝑝𝑝+1,𝑞𝑞 and 𝛿𝛿𝑞𝑞 are determined based on the order of the method and 
the sequence of the step size. Here, 𝑧𝑧 symbolizes the number of back values, 𝑞𝑞 = 1

2
, 1, 3

2
, 2, representing 

the points in the formula, and 𝑘𝑘 is the integer used to structure the diagonal form of VDBBDFO. The 
VDBBDFO algorithm revolves around approximating the solution for problem defined in (1) using a 
sequence of blocks within the partition of interval [𝑎𝑎, 𝑏𝑏], where 𝑎𝑎 = 𝑡𝑡0 < 𝑡𝑡1 < ⋯ < 𝑡𝑡𝐾𝐾−1 < 𝑡𝑡𝐾𝐾 = 𝑏𝑏. Our 
method estimates multiple solution points, including intermediate point, 𝑥𝑥𝑛𝑛+1, 𝑥𝑥𝑛𝑛+2, 𝑥𝑥𝑛𝑛+1

2
 and 𝑥𝑥𝑛𝑛+3

2
 , using 

constrained ratio within a block series.  
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Figure 1. Variable step Diagonally Implicit Block Backward Differentiation Formula (VDBBDFO) 
 
 

The VDBBDFO algorithm guarantees that the intervals between consecutive blocks are non-equidistant 
and adhere to a predefined ratio. Based on Figure 1, The current step size is 2∆𝑡𝑡, while in the previous 
block the step size is 2𝑟𝑟∆𝑡𝑡, with 𝑟𝑟 representing the step size ratio. This adaptive approach enables 
dynamic adjustment of step sizes based on solution behaviour, allowing larger steps in slowly changing 
regions for increased efficiency. The step size ratio 𝑟𝑟 influences the relationship between consecutive 
block step sizes, affecting how quickly the method adapts to solution changes. Error estimates guide 
adjustments to the step size ratio during integration, refining accuracy. Dynamic step size adjustments 
maintain stability and accuracy, balancing computational efficiency with solution dynamics. This 
innovative approach integrates the following linear difference operator and express as: 

 

                     𝐿𝐿𝑞𝑞[𝑥𝑥(𝑡𝑡𝑛𝑛),∆𝑡𝑡] = � 𝜑𝜑𝑝𝑝−2,𝑞𝑞𝑥𝑥𝑛𝑛+𝑝𝑝−2
𝑧𝑧

𝑝𝑝=0
= ∆𝑡𝑡𝛿𝛿𝑞𝑞𝑓𝑓𝑛𝑛+𝑞𝑞 −� 𝜑𝜑𝑝𝑝+1,𝑞𝑞𝑥𝑥𝑛𝑛+�𝑝𝑝+12 �

𝑘𝑘−1

𝑝𝑝=0
                                      (4) 

 
The preliminary step to construct the diagonal structure methods is to arrange the solution points, 𝑥𝑥𝑛𝑛+𝑞𝑞 
where 𝑞𝑞 = 1

2
, 1, 3

2
 , 2 separately. Let 𝑧𝑧 = 2,𝑘𝑘 = 1, 𝑞𝑞 = 1

2
 , we obtain the first row of the formula 

 

           𝐿𝐿1
2

[𝑥𝑥(𝑡𝑡𝑛𝑛),∆𝑡𝑡] = 𝜑𝜑
−2,12

𝑥𝑥(𝑡𝑡𝑛𝑛 − 2𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑
−1,12

𝑥𝑥(𝑡𝑡𝑛𝑛 − 𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑
0,12
𝑥𝑥(𝑡𝑡𝑛𝑛 ) + 𝜑𝜑

1,12
𝑥𝑥 �𝑡𝑡𝑛𝑛 +

1
2 ∆𝑡𝑡 �       

− ∆𝑡𝑡𝑡𝑡1
2
𝑥𝑥′ �𝑡𝑡𝑛𝑛 +

1
2∆𝑡𝑡 �                                                                                                                           (5) 

 
The second row of formula when 𝑘𝑘 = 2, 𝑞𝑞 = 1 ,   

 

           𝐿𝐿1[𝑥𝑥(𝑡𝑡𝑛𝑛),∆𝑡𝑡] = 𝜑𝜑−2,1𝑥𝑥(𝑡𝑡𝑛𝑛 − 2𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑−1,1𝑥𝑥(𝑡𝑡𝑛𝑛 − 𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑0,1𝑥𝑥(𝑡𝑡𝑛𝑛 ) + 𝜑𝜑1,1𝑥𝑥 �𝑡𝑡𝑛𝑛 +
1
2∆𝑡𝑡 �

+ 𝜑𝜑2,1𝑥𝑥(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡 ) − ∆𝑡𝑡𝑡𝑡1𝑥𝑥′(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡 )                                                                                              (6) 
 

The third row of the formula when 𝑘𝑘 = 3,𝑞𝑞 = 3
2
 

   

           𝐿𝐿3
2

[𝑥𝑥(𝑡𝑡𝑛𝑛),∆𝑡𝑡] = 𝜑𝜑
−2,32

𝑥𝑥(𝑡𝑡𝑛𝑛 − 2𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑
−1,32

𝑥𝑥(𝑡𝑡𝑛𝑛 − 𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑
0,32
𝑥𝑥(𝑡𝑡𝑛𝑛 ) + 𝜑𝜑

1,32
𝑥𝑥 �𝑡𝑡𝑛𝑛 +

1
2
∆𝑡𝑡 �       

+ 𝜑𝜑
2,32
𝑥𝑥(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡 ) + 𝜑𝜑

3,32
𝑥𝑥 �𝑡𝑡𝑛𝑛 +

3
2∆𝑡𝑡 � − ∆𝑡𝑡𝑡𝑡3

2
𝑥𝑥′ �𝑡𝑡𝑛𝑛 +

3
2∆𝑡𝑡 �                                                (7) 

 
The fourth row of the formula when 𝑘𝑘 = 4,𝑞𝑞 = 2 

 

           𝐿𝐿2[𝑥𝑥(𝑡𝑡𝑛𝑛),∆𝑡𝑡] = 𝜑𝜑−2,2𝑥𝑥(𝑡𝑡𝑛𝑛 − 2𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑−1,2𝑥𝑥(𝑡𝑡𝑛𝑛 − 𝑟𝑟∆𝑡𝑡 ) + 𝜑𝜑0,2𝑥𝑥(𝑡𝑡𝑛𝑛 ) + 𝜑𝜑1,2𝑥𝑥 �𝑡𝑡𝑛𝑛 +
1
2
∆𝑡𝑡 �       

+ 𝜑𝜑2,2𝑥𝑥(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡 ) + 𝜑𝜑3,2𝑥𝑥 �𝑡𝑡𝑛𝑛 +
3
2∆𝑡𝑡 � + 𝜑𝜑4,2𝑥𝑥(𝑡𝑡𝑛𝑛 + 2∆𝑡𝑡 ) − ∆𝑡𝑡𝑡𝑡2𝑥𝑥′(𝑡𝑡𝑛𝑛 + 2∆𝑡𝑡 )              (8) 
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Next, expanding the terms 𝑥𝑥𝑛𝑛+𝑝𝑝−2, 𝑥𝑥𝑛𝑛+�𝑝𝑝+1
2
� and 𝑓𝑓𝑛𝑛+𝑞𝑞 = 𝑥𝑥′𝑛𝑛+𝑞𝑞 in the Taylor series around 𝑡𝑡𝑛𝑛.    

 

                                             𝑥𝑥(𝑡𝑡𝑛𝑛 − 2𝑟𝑟∆𝑡𝑡) = 𝑥𝑥(𝑡𝑡𝑛𝑛) − 2𝑟𝑟𝑥𝑥′(𝑡𝑡𝑛𝑛) +
4𝑟𝑟2

2 𝑥𝑥′′(𝑡𝑡𝑛𝑛) −
8𝑟𝑟3

6 𝑥𝑥′′′(𝑡𝑡𝑛𝑛) + ⋯, 

                                       𝑥𝑥(𝑡𝑡𝑛𝑛 − 𝑟𝑟∆𝑡𝑡) = 𝑥𝑥(𝑡𝑡𝑛𝑛) − 𝑟𝑟𝑟𝑟′(𝑡𝑡𝑛𝑛) +
𝑟𝑟2

2 𝑥𝑥′′(𝑡𝑡𝑛𝑛) −
𝑟𝑟3

6 𝑥𝑥′′′(𝑡𝑡𝑛𝑛) + ⋯, 
𝑥𝑥(𝑡𝑡𝑛𝑛) = 𝑥𝑥(𝑡𝑡𝑛𝑛), 

                                    𝑥𝑥 �𝑡𝑡𝑛𝑛 +
1
2∆𝑡𝑡� = 𝑥𝑥(𝑡𝑡𝑛𝑛) +

1
2 𝑥𝑥

′(𝑡𝑡𝑛𝑛) +
1
8 𝑥𝑥′′

(𝑡𝑡𝑛𝑛) +
1

48𝑥𝑥′′′
(𝑡𝑡𝑛𝑛) + ⋯, 

                                   𝑥𝑥(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡) = 𝑥𝑥(𝑡𝑡𝑛𝑛) + 𝑥𝑥′(𝑡𝑡𝑛𝑛) +
1
2 𝑥𝑥′′

(𝑡𝑡𝑛𝑛) +
1
6 𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) + ⋯, 

                                    𝑥𝑥 �𝑡𝑡𝑛𝑛 +
3
2∆𝑡𝑡� = 𝑥𝑥(𝑡𝑡𝑛𝑛) +

3
2 𝑥𝑥

′(𝑡𝑡𝑛𝑛) +
9
8 𝑥𝑥′′

(𝑡𝑡𝑛𝑛) +
27
48𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) + ⋯, 

                                    𝑥𝑥(𝑡𝑡𝑛𝑛 + 2∆𝑡𝑡) = 𝑥𝑥(𝑡𝑡𝑛𝑛) + 2𝑥𝑥′(𝑡𝑡𝑛𝑛) +
4
2 𝑥𝑥′′

(𝑡𝑡𝑛𝑛) +
8
6 𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) + ⋯, 

                                                                                           𝑥𝑥′   �𝑡𝑡𝑛𝑛 + 1
2
∆𝑡𝑡� = 𝑥𝑥′(𝑡𝑡𝑛𝑛) + 1

2
𝑥𝑥′′(𝑡𝑡𝑛𝑛) + 1

8
𝑥𝑥′′′(𝑡𝑡𝑛𝑛) + 1

48
𝑥𝑥(4)(𝑡𝑡𝑛𝑛) + ⋯ ,                                                    (9)                     

                                       𝑥𝑥′(𝑡𝑡𝑛𝑛 + ∆𝑡𝑡) = 𝑥𝑥′(𝑡𝑡𝑛𝑛) + 𝑥𝑥′′(𝑡𝑡𝑛𝑛) +
1
2 𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) +
1
6 𝑥𝑥

(4)(𝑡𝑡𝑛𝑛) + ⋯, 

                                       𝑥𝑥′ �𝑡𝑡𝑛𝑛 +
3
2∆𝑡𝑡� = 𝑥𝑥′(𝑡𝑡𝑛𝑛) +

3
2 𝑥𝑥

′′(𝑡𝑡𝑛𝑛) +
9
8 𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) +
27
48 𝑥𝑥

(4)(𝑡𝑡𝑛𝑛) + ⋯, 

                                       𝑥𝑥′(𝑡𝑡𝑛𝑛 + 2∆𝑡𝑡) = 𝑥𝑥′(𝑡𝑡𝑛𝑛) + 2𝑥𝑥′′(𝑡𝑡𝑛𝑛) +
4
2 𝑥𝑥′′′

(𝑡𝑡𝑛𝑛) +
8
6 𝑥𝑥(4)(𝑡𝑡𝑛𝑛) + ⋯, 

 
We truncate the Taylor series expansion in (9) at the third derivative to secure the method to achieve a 
third-order accuracy. By substituting the equation (9) into (5) – (8) and rearranging terms, we get the  

 
                          𝜇𝜇0,𝑞𝑞𝑥𝑥(𝑡𝑡𝑛𝑛) + 𝜇𝜇1,𝑞𝑞∆𝑡𝑡𝑥𝑥′(𝑡𝑡𝑛𝑛) + 𝜇𝜇2,𝑞𝑞(∆𝑡𝑡)2𝑥𝑥′′(𝑡𝑡𝑛𝑛) + +𝜇𝜇3,𝑞𝑞(∆𝑡𝑡)3𝑥𝑥′′′(𝑡𝑡𝑛𝑛) + ⋯+ 𝜇𝜇𝑛𝑛,𝑞𝑞(∆𝑡𝑡)𝑛𝑛𝑥𝑥′′𝑥𝑥𝑛𝑛(𝑡𝑡𝑛𝑛)           (10) 

 
Where 𝑞𝑞 = 1

2
, 1, 3

2
 , 2 

 

             𝜇𝜇0,𝑞𝑞 = � 𝜑𝜑𝑝𝑝−2,𝑞𝑞 + � 𝜑𝜑𝑝𝑝+1,𝑞𝑞

𝑘𝑘−1

𝑝𝑝=0

2

𝑝𝑝=0
= 0 ,   𝑘𝑘 = 1    

             𝜇𝜇1,𝑞𝑞 =
(𝑝𝑝 − 2)𝑟𝑟

1! � 𝜑𝜑𝑝𝑝−2,𝑞𝑞 +
(𝑞𝑞)𝑟𝑟

1! � 𝜑𝜑𝑝𝑝+1,𝑞𝑞

𝑘𝑘−1

𝑝𝑝=0

2

𝑝𝑝=0
− 𝛿𝛿𝑞𝑞 = 0 ,   𝑘𝑘 = 2 

                                           𝜇𝜇2,𝑞𝑞 =
((𝑝𝑝 − 2)𝑟𝑟)2

2! � 𝜑𝜑𝑝𝑝−2,𝑞𝑞 +
(𝑞𝑞)2

2! � 𝜑𝜑𝑝𝑝+1,𝑞𝑞

𝑘𝑘−1

𝑝𝑝=0

2

𝑝𝑝=0
− 𝑞𝑞𝑞𝑞𝑞𝑞 = 0 ,   𝑘𝑘 = 3                          (11) 

 

             𝜇𝜇3,𝑞𝑞 =
((𝑝𝑝 − 2)𝑟𝑟)3

3! � 𝜑𝜑𝑝𝑝−2,𝑞𝑞 +
(𝑞𝑞)3

3! � 𝜑𝜑𝑝𝑝+1,𝑞𝑞

𝑘𝑘−1

𝑝𝑝=0

2

𝑝𝑝=0
−

(𝑞𝑞)2

2! 𝛿𝛿𝑞𝑞 = 0 ,   𝑘𝑘 = 4 

 
By letting 𝜇𝜇0,𝑞𝑞 = 𝜇𝜇1,𝑞𝑞 = 𝜇𝜇2,𝑞𝑞 = 𝜇𝜇3,𝑞𝑞 = 0 and 𝜑𝜑𝑝𝑝−2,𝑞𝑞 = 1, where 𝑝𝑝 = 1, 𝑞𝑞 = 1

2
, 1, 3

2
 , 2, and simultaneously 

solve the equation in (11) to produce set formula for VDBBDFO. The formula for each step ratio are 
organised in the following tables. 
 

Table 1. The formula of the method when 𝑟𝑟 = 1 
 

𝒒𝒒 𝜹𝜹𝒒𝒒 𝝋𝝋𝟎𝟎,𝒒𝒒  𝝋𝝋𝟏𝟏,𝒒𝒒       𝝋𝝋𝟐𝟐,𝒒𝒒 𝝋𝝋𝟑𝟑,𝒒𝒒  𝝋𝝋𝟒𝟒,𝒒𝒒 𝝋𝝋𝟓𝟓,𝒒𝒒 𝝋𝝋𝟔𝟔,𝒒𝒒 
1
2 −

15
46 −

9
184    

25
92  −

225
184       1       0       0       0 

1 −
6

23  
2

115 −
3

23         
18
23 −

192
115        1       0       0 

3
2 −

105
457 −

15
1828 

147
1828 −

1225
457  −

735
457 −

3675
1828       1       0 

2 −
4

19  
3

665 −
16

285         
12
19 −

512
285    

48
19 −

1536
665        1 
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Table 2. The formula of the method when 𝑟𝑟 = 2 
 

𝒒𝒒 𝜹𝜹𝒒𝒒 𝝋𝝋𝟎𝟎,𝒒𝒒  𝝋𝝋𝟏𝟏,𝒒𝒒       𝝋𝝋𝟐𝟐,𝒒𝒒 𝝋𝝋𝟑𝟑,𝒒𝒒  𝝋𝝋𝟒𝟒,𝒒𝒒 𝝋𝝋𝟓𝟓,𝒒𝒒 𝝋𝝋𝟔𝟔,𝒒𝒒 
1
2 −

25
1888 −

9
184    

25
92  −

225
184       1       0       0       0 

1 1
424  

2
115 −

3
23         

18
23 −

192
115        1       0       0 

3
2 −

49
457 −

15
1828 

147
1828 −

1225
457  −

735
457 −

3675
1828       1       0 

2 −
4

19  
3

665 −
16

285         
12
19 −

512
285    

48
19 −

1536
665        1 

 
 

Table 3. The formula of the method when 𝑟𝑟 = 5
8
 

 
𝒒𝒒 𝜹𝜹𝒒𝒒 𝝋𝝋𝟎𝟎,𝒒𝒒  𝝋𝝋𝟏𝟏,𝒒𝒒       𝝋𝝋𝟐𝟐,𝒒𝒒 𝝋𝝋𝟑𝟑,𝒒𝒒  𝝋𝝋𝟒𝟒,𝒒𝒒 𝝋𝝋𝟓𝟓,𝒒𝒒 𝝋𝝋𝟔𝟔,𝒒𝒒 
1
2 −

25
1888 −

9
184    

25
92  −

225
184       1       0       0       0 

1 1
424  

2
115 −

3
23         

18
23 −

192
115        1       0       0 

3
2 −

49
457 −

15
1828 

147
1828 −

1225
457  −

735
457 −

3675
1828       1       0 

2 −
4

19  
3

665 −
16

285         
12
19 −

512
285    

48
19 −

1536
665        1 

 
 

The coefficient formulas listed in Tables 1, 2, and 3 have been stored in the codes. To solve the problem 
(1) using the formulas in (11), a distinct predictor formula is required. This is because computing the 
solutions  𝑥𝑥𝑛𝑛+𝑞𝑞  requires an approximate 𝑥𝑥𝑛𝑛+�𝑝𝑝+1

2
� at the current step point 𝑡𝑡𝑛𝑛+�𝑝𝑝+1

2
� and 𝑥𝑥𝑛𝑛+𝑝𝑝−2 from the 

previous step. As a result, we implemented the formula in (11) as a corrector scheme. For the predictor 
formula, the same derivation predictor method as outlined in [15] has been applied. The predictor 
formulas are expressed in equation (12) and the corresponding parameter values are tabulated in Table 
4 to 6: 

 

     𝑦𝑦𝑛𝑛+𝑞𝑞 = � 𝛼𝛼𝑝𝑝−2,𝑞𝑞𝑥𝑥𝑛𝑛+�𝑝𝑝−22 �

2

𝑝𝑝=0
                                                              (12) 

 
Table 4. The predictor formula when 𝑟𝑟 = 1 

 
𝒒𝒒 𝜶𝜶−𝟐𝟐,𝒒𝒒 𝜶𝜶−𝟏𝟏,𝒒𝒒 𝜶𝜶𝟎𝟎,𝒒𝒒 
1
2 1 −3 3 

1 3 −8 6 
3
2 6 −15 10 

2 10 −24 15 
 
 

Table 5. The predictor formula when 𝑟𝑟 = 2 
   

𝒒𝒒 𝜶𝜶−𝟐𝟐,𝒒𝒒 𝜶𝜶−𝟏𝟏,𝒒𝒒 𝜶𝜶𝟎𝟎,𝒒𝒒 
1
2 

15
8  −

21
4  

35
8  

1 3 −8 6 
3
2 

35
8  −45 63

8  

2 6 −15 10 
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Table 6. The predictor formula when 𝑟𝑟 = 5
8
 

 
𝒒𝒒 𝜶𝜶−𝟐𝟐,𝒒𝒒 𝜶𝜶−𝟏𝟏,𝒒𝒒 𝜶𝜶𝟎𝟎,𝒒𝒒 
1
2 

7
25 −

24
25 

42
25 

1 3 −8 6 
3
2 

207
25  −

504
25  

322
25  

2 403
25  −

936
25  

558
25  

 
 
The next section explores the theoretical analysis of the method in (11). For several reasons, it is 
necessary to theoretically validate each one, encompassing things like the method’s convergence, and 
A-stability analysis to guarantee dependable outcomes. 

 
Convergence of VDBBDFO 
Firstly, to better illustrate and analyse in a unified manner, the equation in (11) is rearranged as a general 
𝑘𝑘-block, 𝑟𝑟-point method in a matrix finite difference equation form as follows: 

 
                                                                       Ψ𝑋𝑋𝑝𝑝 + 𝜓𝜓𝑋𝑋𝑃𝑃−1 + 𝜉𝜉𝑋𝑋𝑝𝑝−2 = ∆𝑡𝑡𝑡𝑡𝑋𝑋′𝑝𝑝 .                                                         (13) 

  
Ψ,𝜓𝜓, 𝜉𝜉 and 𝜙𝜙 are all four by four matrices representing the coefficients of the equation. The functions 
𝑋𝑋𝑝𝑝,𝑋𝑋𝑝𝑝−1,𝑋𝑋𝑝𝑝−2  is the approximate solution at the 𝑝𝑝-th step. To organize numerical computations into 
blocks efficiently, the formula 𝑛𝑛 = 𝑝𝑝𝑝𝑝 is employed. This formula succinctly expresses that the step 
number 𝑛𝑛 is equal to the product of the block number 𝑝𝑝 and the block size 𝑟𝑟 (number of points). This 
approach is referenced from [36]. Here 𝑟𝑟 = 2,𝑛𝑛 = 2𝑝𝑝 
 

𝑋𝑋𝑝𝑝 =

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
2𝑝𝑝+12
𝑥𝑥2𝑝𝑝+1
𝑥𝑥
2𝑝𝑝+32
𝑥𝑥2𝑝𝑝+2⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛+12
𝑥𝑥𝑛𝑛+1
𝑥𝑥
𝑛𝑛+32
𝑥𝑥𝑛𝑛+2⎦

⎥
⎥
⎥
⎤
,   𝑋𝑋𝑝𝑝−1 =

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
2(𝑝𝑝−1)+12
𝑥𝑥2(𝑝𝑝−1)+1
𝑥𝑥
2(𝑝𝑝−1)+32
𝑥𝑥2(𝑝𝑝−1)+2⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
2𝑝𝑝−2+12
𝑥𝑥2𝑝𝑝−2+1
𝑥𝑥
2𝑝𝑝−2+32
𝑥𝑥2𝑝𝑝−2+2⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛−32
𝑥𝑥𝑛𝑛−1
𝑥𝑥
𝑛𝑛−12
𝑥𝑥𝑛𝑛 ⎦

⎥
⎥
⎥
⎤
,   

𝑋𝑋𝑝𝑝−2 =

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
2(𝑝𝑝−2)+12
𝑥𝑥2(𝑝𝑝−2)+1
𝑥𝑥
2(𝑝𝑝−2)+32
𝑥𝑥2(𝑝𝑝−2)+2⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
2𝑝𝑝−4+12
𝑥𝑥2𝑝𝑝−4+1
𝑥𝑥
2𝑝𝑝−4+32
𝑥𝑥2𝑝𝑝−4+2⎦

⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛−72
𝑥𝑥𝑛𝑛−3
𝑥𝑥
𝑛𝑛−52
𝑥𝑥𝑛𝑛−2⎦

⎥
⎥
⎥
⎤

  𝑋𝑋′𝑝𝑝 =

⎣
⎢
⎢
⎢
⎢
⎡
𝑥𝑥′
2𝑝𝑝+12

𝑥𝑥′2𝑝𝑝+1
𝑥𝑥′
2𝑝𝑝+32

𝑥𝑥′2𝑝𝑝+2⎦
⎥
⎥
⎥
⎥
⎤

=

⎣
⎢
⎢
⎢
⎡
𝑥𝑥′
𝑛𝑛+12

𝑥𝑥′𝑛𝑛+1
𝑥𝑥′
𝑛𝑛+32

𝑥𝑥′𝑛𝑛+2⎦
⎥
⎥
⎥
⎤

,   

 
where, 
 

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
3,12

0 0 0

𝜑𝜑3,1 𝜑𝜑4,1 0 0
𝜑𝜑
3,32

𝜑𝜑
4,32

𝜑𝜑
5,32

0
𝜑𝜑3,2 𝜑𝜑4,2 𝜑𝜑5,2 𝜑𝜑6,2⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛+12
𝑥𝑥𝑛𝑛+1
𝑥𝑥
𝑛𝑛+32
𝑥𝑥𝑛𝑛+2⎦

⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡
0  𝜑𝜑

1,12
0 𝜑𝜑

2,12
0  𝜑𝜑1,1 0 𝜑𝜑2,1
0  𝜑𝜑

1,32
0 𝜑𝜑

2,32
0  𝜑𝜑1,2 0 𝜑𝜑2,2⎦

⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛−32
𝑥𝑥𝑛𝑛−1
𝑥𝑥
𝑛𝑛−12
𝑥𝑥𝑛𝑛 ⎦

⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡
0 0 0 𝜑𝜑

0,12
0 0 0 𝜑𝜑0,1
0 0 0 𝜑𝜑

0,32
0 0 0 𝜑𝜑0,2⎦

⎥
⎥
⎥
⎤

 

⎣
⎢
⎢
⎢
⎡
𝑥𝑥
𝑛𝑛−72
𝑥𝑥𝑛𝑛−3
𝑥𝑥
𝑛𝑛−52
𝑥𝑥𝑛𝑛−2⎦

⎥
⎥
⎥
⎤

= ℎ

⎣
⎢
⎢
⎢
⎡
𝛿𝛿1
2

0 0 0

0 𝛿𝛿1 0 0
0 0 𝛿𝛿3

2
0

0 0 0 𝛿𝛿2⎦
⎥
⎥
⎥
⎤

⎣
⎢
⎢
⎢
⎡
𝑓𝑓
𝑛𝑛+12
𝑓𝑓𝑛𝑛+1
𝑓𝑓
𝑛𝑛+32
𝑓𝑓𝑛𝑛+2⎦

⎥
⎥
⎥
⎤

 ,   

 
Convergence and stability analysis are fundamental to the theoretical study of numerical methods for 
solving differential equations. As referenced in [37] and [38], the following theorem and definitions 
illustrate this analysis. 

 
Theorem 1 The necessary and sufficient condition for a linear multistep method to be convergent are 
that it be consistent and zero stable. 
 
Definition 1 The linear multistep method (2) is said to be consistent if it has order 𝑝𝑝 ≥  1.  
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As in the [2] the method (2) proved to be consistent if and only if 
 

                                                          �𝛼𝛼𝑗𝑗

𝑘𝑘

𝑗𝑗=0

= 0 ;        �𝑗𝑗𝑗𝑗𝑗𝑗

𝑘𝑘

𝑗𝑗=0

= � 2𝛽𝛽𝑗𝑗

𝑘𝑘

𝑗𝑗=0

;         𝑘𝑘 = 0,1,2, …                                           (14) 

 
Definition 2 The linear multistep method (2) is said to be zero-stable if no root of the first characteristic 
polynomial 𝜌𝜌(𝜉𝜉) has modulus greater than one, and if every root with modulus one is simple. 
  
By truncating the Taylor series expansion in equation (9) at the third derivative, the method achieves 
third-order accuracy, establishing the VDBBDFO method as a consistent third-order approach. To 
ascertain consistency criteria as per (14), calculations are performed involving matrices Ψ,𝜓𝜓, 𝜉𝜉 and 𝜙𝜙 
from Table 1, 2, and 3: 
 

�𝛼𝛼𝑗𝑗

𝑘𝑘

𝑗𝑗=0

= �

0
0
0
0

�+ �

0
0
0
0

� + �

0
0
0
0

� +

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
0,12

𝜑𝜑0,1
𝜑𝜑
0,32

𝜑𝜑0,2⎦
⎥
⎥
⎥
⎤

+ �

0
0
0
0

�+

⎣
⎢
⎢
⎢
⎡
 𝜑𝜑
1,12

 𝜑𝜑1,1
 𝜑𝜑
1,32

 𝜑𝜑1,2⎦
⎥
⎥
⎥
⎤

+ �

0
0
0
0

� +

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
2,12

𝜑𝜑2,1
𝜑𝜑
2,32

𝜑𝜑2,2⎦
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
3,12

𝜑𝜑3,1
𝜑𝜑
3,32

𝜑𝜑3,2⎦
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡

0
𝜑𝜑4,1
𝜑𝜑
4,32

𝜑𝜑4,2⎦
⎥
⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎡

0
0
𝜑𝜑
5,32

𝜑𝜑5,2

 

⎦
⎥
⎥
⎥
⎤

+ �

0
0
0
𝜑𝜑6,2

 � = �

0
0
0
0

� 

 

  �𝑗𝑗𝑗𝑗𝑗𝑗

𝑘𝑘

𝑗𝑗=0

−� 2𝛽𝛽𝑗𝑗

𝑘𝑘

𝑗𝑗=0

= 0 

�𝑗𝑗𝑗𝑗𝑗𝑗

𝑘𝑘

𝑗𝑗=0

= 0 ∙ �

0
0
0
0

� + 1 ∙ �

0
0
0
0

� + 2 ∙ �

0
0
0
0

� + 3 ∙

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
0,12

𝜑𝜑0,1
𝜑𝜑
0,32

𝜑𝜑0,2⎦
⎥
⎥
⎥
⎤

+ 4 ∙ �

0
0
0
0

� + 5 ∙

⎣
⎢
⎢
⎢
⎡
 𝜑𝜑
1,12

 𝜑𝜑1,1
 𝜑𝜑
1,32

 𝜑𝜑1,2⎦
⎥
⎥
⎥
⎤

+ 6 ∙ �

0
0
0
0

�+ 7 ∙

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
2,12

𝜑𝜑2,1
𝜑𝜑
2,32

𝜑𝜑2,2⎦
⎥
⎥
⎥
⎤

+ 8 ∙

⎣
⎢
⎢
⎢
⎡
𝜑𝜑
3,12

𝜑𝜑3,1
𝜑𝜑
3,32

𝜑𝜑3,2⎦
⎥
⎥
⎥
⎤
 

+9 ∙

⎣
⎢
⎢
⎢
⎡

0
𝜑𝜑4,1
𝜑𝜑
4,32

𝜑𝜑4,2⎦
⎥
⎥
⎥
⎤

+ 10 ∙

⎣
⎢
⎢
⎢
⎡

0
0
𝜑𝜑
5,32

𝜑𝜑5,2

 

⎦
⎥
⎥
⎥
⎤

+ 11 ∙ �

0
0
0
𝜑𝜑6,2

 � − 2

⎝

⎛�

0
0
0
0

� + �

0
0
0
0

� + �

0
0
0
0

� + ⋯+

⎣
⎢
⎢
⎡
𝛿𝛿1
2

0
0
0

 

⎦
⎥
⎥
⎤

+ �

0
𝛿𝛿1
0
0

� +

⎣
⎢
⎢
⎡

0
0
𝛿𝛿3
2

0 ⎦
⎥
⎥
⎤

+ �

0
0
0
𝛿𝛿2

�

⎠

⎞ = �

0
0
0
0

� 

 
Therefore, the VDBBDFO method satisfies the consistency conditions outlined in (14). 
 
Consistency alone does not guarantee convergence. The method is required to satisfy zero-stable 
conditions since it will ensure that the errors introduced by the numerical method remain bounded and 
do not grow unboundedly as the step size decreases toward zero. To derive the characteristic polynomial 
of the VDBBDFO method, equation (11) is associated with the scalar test equation 𝑥𝑥′ = 𝜆𝜆𝜆𝜆. The 
characteristic polynomial of VDBBDFO in term of 𝜆𝜆 is then given by �Ψ − 𝜙𝜙(∆𝑡𝑡𝑡𝑡)�𝑋𝑋𝑝𝑝 − 𝜓𝜓𝑋𝑋𝑃𝑃−1 − 𝜉𝜉𝑋𝑋𝑝𝑝−2 =
0, where the matrix coefficients are specified as 
 

Ψ− 𝜙𝜙(∆𝑡𝑡𝑡𝑡) =

⎣
⎢
⎢
⎢
⎡
1 − ∆𝑡𝑡𝑡𝑡𝜑𝜑3,1

2
0 0 0

𝜑𝜑3,1 1 − ∆𝑡𝑡𝑡𝑡𝑡𝑡4,1 0 0
𝜑𝜑
3,32

𝜑𝜑
4,32

1 − ∆𝑡𝑡𝑡𝑡𝜑𝜑
5,32

0

𝜑𝜑3,2 𝜑𝜑4,2 𝜑𝜑5,2 1 − ∆𝑡𝑡𝑡𝑡𝜑𝜑6,2⎦
⎥
⎥
⎥
⎤

,  

 

𝜓𝜓 =

⎣
⎢
⎢
⎢
⎡
0  𝜑𝜑

1,12
0 𝜑𝜑

2,12
0  𝜑𝜑1,1 0 𝜑𝜑2,1
0  𝜑𝜑

1,32
0 𝜑𝜑

2,32
0  𝜑𝜑1,2 0 𝜑𝜑2,2⎦

⎥
⎥
⎥
⎤

, 𝜉𝜉 =

⎣
⎢
⎢
⎢
⎡

 

0 0 0 𝜑𝜑
0,12

0 0 0 𝜑𝜑0,1
0 0 0 𝜑𝜑

0,32
0 0 0 𝜑𝜑0,2⎦

⎥
⎥
⎥
⎤

 

 
Next, assuming ∆𝑡𝑡��� = ∆𝑡𝑡𝑡𝑡, and computing the determinant: det�(Ψ− 𝜙𝜙∆𝑡𝑡���) −𝜓𝜓 − 𝜉𝜉�. By letting ∆𝑡𝑡��� = 0, we 
deduce the following roots: 
 
(𝑟𝑟 = 1) 
 
                                                 𝑡𝑡1 = ⋯ = 𝑡𝑡5 = 0, 𝑡𝑡6 = −0.09251, 𝑡𝑡7 = 0.00528, 𝑡𝑡8 = 1.                                            (15) 
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(𝑟𝑟 = 2) 
 
                                                  𝑡𝑡1 = ⋯ = 𝑡𝑡5 = 0, 𝑡𝑡6 = −0.02404, 𝑡𝑡7 = 0.00012, 𝑡𝑡8 = 1                                            (16) 
 

�𝑟𝑟 =
5
8� 

 
                                                  𝑡𝑡1 = ⋯ = 𝑡𝑡5 = 0, 𝑡𝑡6 = −0.21894, 𝑡𝑡7 = 0.01965, 𝑡𝑡8 = 1                                            (17) 
 
According to the roots in equations (15) to (17), the VDBBDFO method meets the root condition for zero 
stability and exhibits convergence. 
 
Stability Analysis of VDBBDFO 
Definition 3 The linear multistep method (2) is said to be absolute-stable for a given ∆𝑡𝑡��� if, for that ∆𝑡𝑡���, all 
the roots no root of the first characteristic polynomial 𝜌𝜌(𝜉𝜉) has modulus greater than one, and if every 
root with modulus one is simple.  
 
Definition 4 A numerical method is said to be A-stable if its region of absolute stability contains the whole 
of the left-hand half plane 𝑅𝑅𝑅𝑅∆𝑡𝑡𝑡𝑡 < 0. 
 
In our study, we graphically plotted the stability region for the VDBBDFO method by substituting 𝑡𝑡 = 𝑒𝑒𝑖𝑖𝑖𝑖 
where 0 < 𝜃𝜃 < 2𝜋𝜋 into the stability polynomial, 𝜋𝜋(𝑡𝑡,∆𝑡𝑡) = |(Ψ− 𝜙𝜙2∆𝑡𝑡���)𝑡𝑡2 − 𝜓𝜓𝜓𝜓 − 𝜉𝜉|. The range  0 < 𝜃𝜃 <
2𝜋𝜋 indicates that 𝜃𝜃 varies from 0 to 2𝜋𝜋, covering a full circle in the complex plane. This substitution 
allowed us to transform the equation into a suitable form for graphical representation on the complex 
plane. Using MAPLE 2015 software, we generated the graph of a complex plane of the VDBBDFO 
method with 𝑟𝑟 = 1, 𝑟𝑟 = 2 and 𝑟𝑟 = 5

8
 in Figure 2, 3, and 4 respectively.  

 

 
 

Figure 2. Stability region for VDBBDFO (𝑟𝑟 = 1) 
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Figure 3. Stability region for VDBBDFO (𝑟𝑟 = 2) 
 
 

 
 

Figure 4. Stability region for VDBBDFO �𝑟𝑟 = 5
8
� 

 
 
Referring to the graphs in Figures 2, 3 and 4, which depict the stability regions, the area outside the 
circle represents the stable region, while the area inside the circle is unstable. We observe that the entire 
left half-plane of the circle falls within the stable region for both 𝑟𝑟 = 1 and 𝑟𝑟 = 2 formulas. This 
observation confirms that the VDBBDFO method is A-stable for both cases. In contrast, the stability 
region for 𝑟𝑟 = 5

8
 covers nearly the entire negative half-plane, indicating that it is almost A-stable. 

Therefore, this approach is well-suited for solving first-order stiff initial value problems, as it satisfies all 
the necessary theoretical criteria. 
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Variable Step Strategy 
The variable step strategy involves adjusting the step size during the iterative process by employing 
adaptive control mechanisms that use error estimation techniques to determine when changes are 
necessary. Local truncation error (LTE) estimates error by comparing the solutions obtained from higher-
order and lower-order methods. This concept, as discussed in [39], is mathematically expressed in 
equation (17) 
 
                                                                               LTE = �𝑥𝑥𝑛𝑛+2𝑘𝑘+1 − 𝑥𝑥𝑛𝑛+2𝑘𝑘 � < TOL                                                                 (18) 
 
where 𝑘𝑘 is the order of the method and TOL is known as user-imposed tolerance. TOL in the formula 
sets the maximum allowable error considered acceptable for the numerical solution. When the local 
truncation error (LTE) falls below this tolerance TOL, it indicates solutions are converged in the iterative 
process. At this point, the next step size can stay constant  (𝑟𝑟 = 1) or be increased by a factor of 1.6 
�𝑟𝑟 = 5

8
�, balancing efficiency while maintaining acceptable accuracy. If the local truncation error (LTE) 

surpasses the TOL, solutions are deemed unacceptable and rejected. Subsequently, the step size 
undergoes a reduction of half (𝑟𝑟 = 2) and the solutions are recalculated based on the information from 
the preceding block. This process aims to enhance accuracy in the computation process. 
 
Implementation of VDBBDFO 
The code based on VDBBDFO employed a two-stage Newton iteration technique for solving stiff ODEs. 
This strategy allowed us to linearize the equation to iteratively refine initial approximations and effectively 
address the stiffness and nonlinearity in the ODE system. As a result of this approach, we achieved 
improved convergence and accuracy when dealing with complex stiff ODEs within practical 
computational timeframes. The formula for Newton’s method for solving  𝐹𝐹(𝑡𝑡) = 0,  
 
                                                                           𝑥𝑥[𝑘𝑘+1] = 𝑥𝑥[𝑘𝑘] − 𝐽𝐽−1�𝑥𝑥[𝑘𝑘]�𝐹𝐹�𝑥𝑥[𝑘𝑘]�                                                            (19) 
 
Where 𝑥𝑥[𝑘𝑘] is the current predict solution, 𝑥𝑥[𝑘𝑘+1] is the next iteration and the Jacobian matrix, 𝐽𝐽(𝑥𝑥) is 
partial derivatives of 𝐹𝐹�𝑥𝑥[𝑘𝑘]� with respect to each component of 𝑥𝑥𝑛𝑛+𝑖𝑖. To simplified the notation we let 
∆𝑥𝑥[𝑘𝑘] = 𝑥𝑥[𝑘𝑘+1] − 𝑥𝑥[𝑘𝑘], where ∆𝑥𝑥[𝑘𝑘] is symbolized as correction term. 
 
The method in (19) is applied to (11), where the formula in (11) can be generalised as follows: 
 

𝑥𝑥
𝑛𝑛+12

= 𝛿𝛿1
2
∆𝑡𝑡𝑓𝑓

𝑛𝑛+12
− 𝐴𝐴1

2
 

𝑥𝑥𝑛𝑛+1 = −𝜑𝜑3,1𝑥𝑥𝑛𝑛+12
+ 𝛿𝛿1∆𝑡𝑡𝑓𝑓𝑛𝑛+1 − 𝐴𝐴1 

                                                           𝑥𝑥
𝑛𝑛+32

= −𝜑𝜑
3,32
𝑥𝑥
𝑛𝑛+12

− 𝜑𝜑
4,32
𝑥𝑥𝑛𝑛+1 + 𝛿𝛿3

2
∆𝑡𝑡𝑓𝑓

𝑛𝑛+32
− 𝐴𝐴3

2
(𝑥𝑥𝑛𝑛)                                       (20) 

𝑥𝑥𝑛𝑛+2 = −𝜑𝜑3,2𝑥𝑥𝑛𝑛+12
− 𝜑𝜑4,2𝑥𝑥𝑛𝑛+1 − 𝜑𝜑5,2𝑥𝑥𝑛𝑛+32

+ 𝛿𝛿2∆𝑡𝑡𝑓𝑓𝑛𝑛+2 − 𝐴𝐴2 

 
where 𝐴𝐴1

2
,𝐴𝐴1,𝐴𝐴3

2
 and 𝐴𝐴2 are the back values. The Newton’s method associated with equation in (20) is 

transform into matrix-vector form equivalent to 
 
 

�(1 −Ψ) − ∆𝑡𝑡𝜙𝜙𝑖𝑖
𝜕𝜕𝜕𝜕(𝑡𝑡𝑛𝑛+𝑖𝑖 , 𝑥𝑥𝑛𝑛+𝑖𝑖

[𝑘𝑘] )
𝜕𝜕𝜕𝜕 � ∆𝑥𝑥[𝑘𝑘] = �𝑥𝑥𝑛𝑛+𝑖𝑖 − ∆𝑡𝑡𝜙𝜙𝑖𝑖𝑓𝑓 �𝑡𝑡𝑛𝑛+𝑖𝑖 , 𝑥𝑥𝑛𝑛+𝑖𝑖

[𝑘𝑘] � − 𝐴𝐴𝑖𝑖�    

 
with matrices are equal to 
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�(1 −Ψ) − ∆𝑡𝑡𝜙𝜙𝑖𝑖
𝜕𝜕𝜕𝜕(𝑡𝑡𝑛𝑛+𝑖𝑖 , 𝑥𝑥𝑛𝑛+𝑖𝑖

[𝑘𝑘] )
𝜕𝜕𝜕𝜕 �

=

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

1 − 𝛿𝛿1
2

 
𝜕𝜕𝑓𝑓

𝑛𝑛+12

[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+12

[𝑘𝑘] 0 0 0

−𝜑𝜑3,1 − 𝛿𝛿1  
𝜕𝜕𝑓𝑓𝑛𝑛+1

[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+12

[𝑘𝑘] 1 − 𝛿𝛿1  
𝜕𝜕𝑓𝑓𝑛𝑛+1

[𝑘𝑘]

𝜕𝜕𝑥𝑥𝑛𝑛+1
[𝑘𝑘] 0 0

−𝜑𝜑
3,32

− 𝛿𝛿3
2

 
𝜕𝜕𝑓𝑓

𝑛𝑛+32

[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+12

[𝑘𝑘] −𝜑𝜑
4,32
− 𝛿𝛿3

2
 
𝜕𝜕𝑓𝑓

𝑛𝑛+32

[𝑘𝑘]

𝜕𝜕𝑥𝑥𝑛𝑛+1
[𝑘𝑘] 1 − 𝛿𝛿3

2
 
𝜕𝜕𝑓𝑓

𝑛𝑛+32

[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+32

[𝑘𝑘] 0

−𝜑𝜑3,2 − 𝛿𝛿2  
𝜕𝜕𝑓𝑓𝑛𝑛+2

[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+12

[𝑘𝑘] −𝜑𝜑4,2 − 𝛿𝛿2  
𝜕𝜕𝑓𝑓𝑛𝑛+2

[𝑘𝑘]

𝜕𝜕𝑥𝑥𝑛𝑛+1
[𝑘𝑘] −𝜑𝜑5,2 − 𝛿𝛿2  

𝜕𝜕𝑓𝑓𝑛𝑛+2
[𝑘𝑘]

𝜕𝜕𝑥𝑥
𝑛𝑛+32

[𝑘𝑘] 1 − 𝛿𝛿2  
𝜕𝜕𝑓𝑓𝑛𝑛+2

[𝑘𝑘]

𝜕𝜕𝑥𝑥𝑛𝑛+2
[𝑘𝑘]

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

  

�𝑥𝑥𝑛𝑛+𝑖𝑖 − ∆𝑡𝑡𝜙𝜙𝑖𝑖𝑓𝑓 �𝑡𝑡𝑛𝑛+𝑖𝑖 , 𝑥𝑥𝑛𝑛+𝑖𝑖
[𝑘𝑘] � − 𝐴𝐴𝑖𝑖� =

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎡ −𝑥𝑥

𝑛𝑛+12
+ 𝛿𝛿1

2
∆𝑡𝑡𝑓𝑓

𝑛𝑛+12

[𝑘𝑘] − 𝐴𝐴1
2

−𝑥𝑥𝑛𝑛+1 − 𝜑𝜑3,1𝑥𝑥𝑛𝑛+12
+ 𝛿𝛿1∆𝑡𝑡𝑓𝑓𝑛𝑛+1

[𝑘𝑘] − 𝐴𝐴1

−𝑥𝑥
𝑛𝑛+32

− 𝜑𝜑
3,32
𝑥𝑥
𝑛𝑛+12

− 𝜑𝜑
4,32
𝑥𝑥𝑛𝑛+1 + 𝛿𝛿3

2
∆𝑡𝑡𝑓𝑓

𝑛𝑛+32

[𝑘𝑘] −𝐴𝐴3
2

−𝑥𝑥𝑛𝑛+2 − 𝜑𝜑3,2𝑥𝑥𝑛𝑛+12
− 𝜑𝜑4,2𝑥𝑥𝑛𝑛+1 − 𝜑𝜑5,2𝑥𝑥𝑛𝑛+32

+ 𝛿𝛿2∆𝑡𝑡𝑓𝑓𝑛𝑛+2
[𝑘𝑘] − 𝐴𝐴2⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎤

 

 
The algorithm is implemented using two-stage Newton's method as follows: 
 

• First stage: Calculate the correction term ∆𝑥𝑥[𝑘𝑘] using the linear system ∆𝑥𝑥[𝑘𝑘] =
−𝐽𝐽−1�𝑥𝑥[𝑘𝑘]�𝐹𝐹�𝑥𝑥[𝑘𝑘]�. 

• Second stage: Update the solution using 𝑥𝑥[𝑘𝑘+1] = 𝑥𝑥[𝑘𝑘] + ∆𝑥𝑥[𝑘𝑘]. 
 

Repeat the Newton iteration process until the solution converges within the desired tolerance. Once 
convergence is achieved the code is advance to the next time step and process is repeated.  
 
Results and Discussion 

 
To test our proposed method, we considered three scientific models from the literature structured as 
equation (1) encountered in various scientific and engineering contexts. The problems included linear 
and non-linear single and systems of first-order ODEs with high stiffness ratio values that reflected the 
stiffness often encountered in real-world applications. 
 
Problem 1:  
 

𝑥𝑥′ = −300𝑥𝑥𝑥𝑥,                     𝑥𝑥(0) = 1,     0 ≤ 𝑡𝑡 ≤ 20 
 
Theoretical solution: 
 

𝑥𝑥(𝑡𝑡) = 𝑒𝑒−150𝑡𝑡2 
 
Source: [40] 
 
Problem 2:  
 

𝑥𝑥′1 = −998𝑥𝑥1 + 1998𝑥𝑥2,    𝑥𝑥1(0) = 1,     0 ≤ 𝑡𝑡 ≤ 20 
𝑥𝑥′2 = 999𝑥𝑥1 + 1998𝑥𝑥2, 𝑥𝑥2(0) = 0 

 
Theoretical solution: 
 

𝑥𝑥1(𝑡𝑡) = 2𝑒𝑒−𝑡𝑡 − 𝑒𝑒−1000𝑡𝑡  
𝑥𝑥2(𝑡𝑡) = −𝑒𝑒−𝑡𝑡 + 𝑒𝑒−1000𝑡𝑡 
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The eigenvalues of the system are: −1.−1000 
 
Stiffness ratio: 1000 
 
Source: [41] 
 
Problem 3:  
 

𝑥𝑥′1 = 1195𝑥𝑥1 + 1995𝑥𝑥2,    𝑥𝑥1(0) = 2,     0 ≤ 𝑡𝑡 ≤ 20, 
𝑥𝑥′2 = 1197𝑥𝑥1 + 1997𝑥𝑥2, 𝑥𝑥2(0) = −2, 

 
Theoretical solution: 
 

𝑥𝑥1(𝑡𝑡) = 10𝑒𝑒−2𝑡𝑡 − 8𝑒𝑒−800𝑡𝑡 , 
𝑥𝑥2(𝑡𝑡) = 6𝑒𝑒−6𝑡𝑡 − 8𝑒𝑒−800𝑡𝑡 . 

 
The eigenvalues of the system are: −2.−800 
 
Stiffness ratio: 400 
 
Source: [42] 
 
We validated the VDBBDFO method using the three test problems mentioned above. Our evaluation 
focused on metrics such as tolerance, maximum error, total number of steps, successful steps, failure 
steps, and execution time to comprehensively assess the method's performance. To investigate how the 
method adapts to varying discretization levels, we tested it with tolerances of 10−2, 10−4 and 10−6. We 
benchmarked VDBBDFO against an existing variable-step solver based on BBDF approaches and the 
MATLAB ODE solver to gauge its effectiveness in solving stiff ODEs and to provide valuable insights 
into its numerical capabilities. The notations used in the results table are defined as follows: 
 

TOL : Tolerances is a parameter used to control the accuracy of the 
numerical solution 

MAXE : The  highest absolute difference between computed values 𝑥𝑥𝑖𝑖 and 
theoretical values 𝑥𝑥(𝑡𝑡𝑖𝑖) across all data points or a specific interval. 
MAXE 𝑚𝑚𝑚𝑚𝑚𝑚|𝑥𝑥𝑖𝑖 − 𝑥𝑥(𝑡𝑡𝑖𝑖)|). 

TS : Total number of steps 
SS : Successful steps 
FS : Failure steps 
TIME : CPU time measured in milliseconds 
ode15s : Variable-step, variable-order numerical differentiation formula ranging 

from order 1 to 5 
VSBBDF : Variable-step BBDF developed by [18] 
VSBBDF-𝛼𝛼 : Variable-step BBDF-𝛼𝛼 (𝛼𝛼 = −0.3) of order three developed by [43] 
VDBBDFO : An alternative solver introduced in this paper.       

 
Table 7. Numerical performance for Problem 1 

 
𝑇𝑇𝑇𝑇𝑇𝑇 Method TS SS FS MAXE TIME 

10−2 
ode15s 

VSBBDF 
VDBBDFO 

46 
44 
22 

35 
37 
22 

11 
7 
0 

1.2 × 10−2 
1.7 × 10−2 
5.6 × 10−6 

91676 
7471 
1305 

10−4 
ode15s 

VSBBDF(3) 
VDBBDFO 

76 
67 
36 

61 
57 
36 

15 
10 
0 

3.6 × 10−4 
2.8 × 10−4 
5.6 × 10−8 

60244 
8687 
3564 

10−6 
ode15s 

VSBBDF(3) 
VDBBDFO 

113 
97 
51 

101 
87 
51 

12 
10 
0 

4.1 × 10−6 
1.4 × 10−6 

5.9 × 10−10 

77734 
10122 
5250 
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Table 8. Numerical performance for Problem 2 
 

𝑇𝑇𝑇𝑇𝑇𝑇 Method TS SS FS MAXE TIME 

10−2 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

37 
26 
38 
31 

37 
26 
38 
31 

0 
0 
0 
0 

1.3 × 10−3 
2.3 × 10−4 
7.2 × 10−5 
1.0 × 10−5 

62400 
5549 
3549 
2847 

10−4 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

89 
53 

107 
46 

89 
53 

107 
46 

0 
0 
0 
0 

2.6 × 10−5 
2.4 × 10−6 
7.3 × 10−7 
1.0 × 10−7 

78000 
8429 
5852 
3336 

10−6 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

164 
130 
417 
61 

161 
130 
417 
61 

3 
0 
0 
0 

8.9 × 10−7 
2.3 × 10−6 
7.4 × 10−9 
1.0 × 10−9 

109200 
15481 
6334 
5390 

 
 

Table 9. Numerical performance for Problem 3 
 
𝑇𝑇𝑇𝑇𝑇𝑇 Method TS SS FS MAXE TIME 

10−2 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

52 
32 
47 
29 

50 
32 
47 
29 

2 
0 
0 
0 

1.3 × 10−3 
2.7 × 10−4 
1.2 × 10−4 
1.9 × 10−5 

46800 
6083 
9210 
1440 

10−4 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

67 
65 

147 
34 

61 
63 

147 
34 

6 
2 
0 
0 

2.6 × 10−5 
3.5 × 10−6 
1.0 × 10−6 
1.9 × 10−7 

62400 
9866 

12137 
2060 

10−6 

ode15s 
VSBBDF 

VS- BBDF-𝛼𝛼 
VDBBDFO 

85 
170 
609 
69 

79 
170 
609 
69 

6 
0 
0 
0 

8.9 × 10−7 
2.6 × 10−8 
9.2 × 10−9 
1.9 × 10−9 

78000 
19231 
14020 
3270 

 
 

 
 

Figure 5. Efficiency curve for Problem 1 (a) Graph of Log(TOL) vs Log(MAXE) (b) Graph of Log(TIME) vs Log(MAXE) 
 

a b 
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Figure 6. Efficiency curve for Problem 2 (a) Graph of Log(TOL) vs Log(MAXE) (b) Graph of Log(TIME) vs Log(MAXE) 
 
 

   
 

Figure 7. Efficiency curve for Problem 3 (a) Graph of Log(TOL) vs Log(MAXE) (b) Graph of Log(TIME) vs Log(MAXE) 
 
 
We conducted a comparative analysis using the evaluation metrics of MAXE, TS, and TIME. The results 
for all solvers are detailed in Tables 7 to 9, with graphical representations provided in Figures 5 to 7 to 
elucidate the outcomes. The initial analysis of Tables 7 to 9 shows that ode15s, VSBBDF, VSBBDF−𝛼𝛼, 
and VDBBDFO consistently maintained errors within the specified tolerance (TOL) across all three 
problems. As expected, all solvers demonstrated improved accuracy as TOL decreased. This behavior 
aligns with the adaptive or variable-step nature of the methods, which have proven effective in solving 
stiff ODE problems. 
 
VDBBDFO achieves a significant reduction in the number of steps, decreasing them by over 50% 
compared to both VSBBDF and ode15s when solving the non-linear Problem 1. For the highly stiff 
problems in Problems 2 and 3, VDBBDFO consistently requires fewer total steps than other methods 
(ode15s, VSBBDF, and VS-BBDF−𝛼𝛼), with reductions also exceeding 50%. However, in Problem 2 
at 𝑇𝑇𝑇𝑇𝑇𝑇 = 10−2, VDBBDFO requires five more steps than VSBBDF, indicating that the method may 
occasionally need more steps depending on the specific tolerance and problem characteristics. 

a b 

a b 
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As encapsulated in Figures 5 to 7, the VDBBDFO line depicts a lower position on the graph, reflecting 
its lower MAXE values than other methods across all problems and tolerances. In contrast, Tables 8 and 
9 show that VDBBDFO provides MAXE values comparable to VSBBDF-𝛼𝛼  in problems 2 and 3. 
However, VDBBDFO still outperforms VSBBDF-𝛼𝛼 in step reduction and gives better accuracy in 
Problem 1. The comparable MAXE values in Problem 2 and 3 can be attributed to the fact that both 
methods are well-suited for stiff ODEs and are optimized to handle the challenges presented by these 
problems. Additionally, the stringent tolerances used in the analysis contribute to the close matching of 
errors. However, it’s important to note that VDBBDFO still offers significant advantages in terms of step 
reduction and overall computational efficiency. 
 
On the other hand, VDBBDFO consistently demonstrates improve efficiency compared to other methods, 
showing significantly lower CPU time (TIME) across all problems and tolerances. For instance, in 
Problem 1 at 𝑇𝑇𝑇𝑇𝑇𝑇 =  10−2, VDBBDFO achieves a notable reduction in TS, which directly correlates with 
its reduced TIME compared to ode15s and VSBBDF. This efficiency is due to VDBBDFO’s ability to 
handle problems with fewer steps, leading to lower overall computational time. In 
contrast, ode15s require more TIME due to their general-purpose nature, while VSBBDF shows 
improvements over ode15s but does not match the efficiency of VDBBDFO. VSBBDF−𝛼𝛼 also exhibits 
variable TIME results, often requiring more TIME than VDBBDFO despite competitive performance in 
some cases. 
 
In conclusion, based on the comprehensive numerical comparison and efficiency assessments, the 
VDBBDFO emerges as a more efficient and accurate solver for stiff first-order ODEs. 
 
Conclusions 
 
In conclusion, this paper has highlighted significant advancements in the VDBBDFO method through its 
transition to a variable step scheme for solving stiff first-order ODEs. The method's capacity to 
simultaneously generate two solution values with two intermediate values within the block underscores 
its robustness and efficiency. Restoring the formulas with ratios equal to 2 and 5/8 has reduced 
computational complexities and streamlined calculations of divided differences and integration 
coefficients. The step-changing scheme and diagonally implicit structure contribute further to 
computational cost savings. Our thorough evaluation has demonstrated that the VDBBDFO method 
surpasses other variable-step and variable-order solvers in accuracy and computational efficiency, as 
evidenced by consistent performance within specified tolerance levels and shorter execution times. The 
VDBBDFO method meets the theoretical criteria of convergence and A-stability condition, ensuring 
reliable and precise solutions across diverse numerical analysis scenarios. Future research directions 
could be optimizing the computational algorithms within VDBBDFO and evaluating their effectiveness in 
solving higher-order and more complex ODE systems. Potential enhancements may involve 
restructuring the diagonal form towards a Singly diagonally structured method or implementing parallel 
technique schemes. This initiative will surely improve VDBBDFO's adaptability and usability, reaffirming 
its value as a computational modelling and numerical analysis in the scientific and engineering fields. 
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