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Abstract The stock market operates in a stochastic environment, making accurate price 

forecasting challenging.  To address this issue, a stochastic multilayer perceptron (S-MLP) model 

has been developed to simulate the stock market's stochastic nature.  By incorporating a 

Gaussian process into the sigmoid activation function, this model incorporates stochasticity into 

the traditional multilayer perceptron (MLP).  As the perturbation factor, a stochastic sigmoid 

activation function (SAF) with a volatility estimator is used. Although S-MLP has demonstrated 

superiority over MLP, there is still room for improvement in terms of forecasting precision. In this 

study, we propose S-MLP with a trainable perturbation factor (S-MLPT), an improved variant of S-

MLP.  SAF employs the Yang-Zhang volatility estimator as the perturbation factor. The proposed 

model first employed MLP, and all the parameters were trained.  After freezing the parameters, S-

MLP is used to train the perturbation factor in the SAF. To evaluate the predictive performance of 

the models, MLP, S-MLP, and S-MLPT are used to predict the one day ahead highest stock price 

of four counters listed in Bursa Malaysia. As an evaluation metric, the coefficient of determination 

is utilised, and the relative percentage improvement of the models is calculated to determine their 

superiority.  The results demonstrated that S-MLP outperforms MLP by effectively minimizing the 

loss function and converging towards a better local or global minimum during training.  In 

conclusion, S-MLPT exhibits even better performance than S-MLP, with relative percentage 

improvements of 0.14%, 15.45%, and 0.48% for counters 0166.KL, 2445.KL, and 4707.KL, 

respectively. 

Keywords: Forecasting stock price, deep learning, multilayer perceptron, stochastic multilayer 

perceptron. 
 

 

Introduction 
 

Stock markets are influenced by random political and economic events [1].  These events generate a 
noisy environment and uncertainty in the stock market. Stock prices are classified as one of the 
"noisiest" time series and the volatility in stock prices is caused by a stochastic process, that is noisy, 
dynamic, non-linear, non-parametric, non-stationary, and chaotic [2].  Hence, it is challenging to forecast 
the future price of the stock [2 - 3], yet it is not impossible. 

 

As a result, numerous mathematical models have been created and applied on financial market 
forecasting.  Statistical approaches are linear in nature, it hinders prediction performances in case of 
sudden rises or fall in stock prices [4], and they fail to capture the non-linear pattern present in the data 
[5 - 7].  These disadvantages were solved by using deep learning models into financial forecasting.  A 
deep learning model can automatically extract features from noisy and dense data to find hidden non-
linear relationships [8] and approximate all the internal parameters through incremental learning [9].  To 
overcome the shortcomings of the linear forecasting, deep neural networks are preferred to solve some 
of the problems posed by financial market forecasting with a statistical model. 

 

Multilayer perceptron (MLP) model, widely regarded as highly significant, has undergone evolutionary 
development from the class of shallow neural networks known as ANN [10].  According to the authors, 
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MLP models have been utilized in forecasting research across various disciplines.  In the financial 
market, extensive research has been applied on MLP to forecast stock prices. Among the latest research 
are those by [10-15].  From these literatures, it is worth noting that the stock market is highly complex 
and unpredictable, and no single model can accurately predict future stock prices with 100% certainty. 

Deep learning model has several benefits comparative to other forecasting models which are not deep 
learning.  This is because it exhibits better adaptive capabilities, efficient training process, and 
nonstationary signal processing capabilities [16].  These characteristics makes deep learning models to 
be effective in solving non-linear problems that may pose challenges [17].  It has undergone significant 
advancement in its model development, particularly in the context of time series forecasting to address 
targeted problems. 

 

One disadvantage of applying deep learning to forecast stock prices is the possibility that the loss 
function may not reach the global minimum or optimal local minimum.  It can be encountered by 
introducing stochasticity into MLP during training process as the optimization algorithm will allows the 
loss function to escape poor local minima or the saddle point during the training phase of the neural 
network [18].  Among the MLP models that have hybridised stochasticity in the application of forecasting 
financial markets are Stochastic Time Effective Neural Network (STNN) [19]; the extension of STNN by 
[20-24]; and Stochastic Neural Network [25].  STNN and the extension of STNNs incorporated Brownian 
motion (BM) into the loss function of the neural network.  Meanwhile, another study adapted random 
walk theory to the activation function of the neural network [25].  These studies emphasized that 
stochasticity was introduced into the deterministic neural network so it could mimic and adapt to the 
trend of the financial market without changing the original trend.  In addition, the outcome of these 
studies concluded that stochastic models have better accuracy of forecasting in comparison to their 
deterministic counterparts.  Therefore, incorporation of stochasticity into MLP not only allows the loss 
function to minimize well during training, but it also represents the stock market environment in the 
model. 

 

Stochasticity was incorporated into the sigmoid activation function of MLP [26] which inspired from [18].  
Stochastic sigmoid activation function was developed by integrating Gaussian process with the 
perturbation factor of volatility estimators (Roger-Satchell and Yang-Zhang) derived from respective 
stock prices.  The SAF was then applied to a stochastic multilayer perceptron (S-MLP) to forecast the 
highest stock price one day ahead for eight counters listed in Bursa Malaysia.  The results showed that 
the proposed network performed inferiorly compared to MLP, except for several counters.  Hence, this 
study aims to further investigate the learning curve of the neural network used for forecasting the one 
day ahead highest stock price of the selected counters. 

 

Hybridized stochastic model performed slightly poorer in comparison to the deterministic MLP and LSTM 
when random walk is integrated.  To improve the performance of the model the stochastic parameter 
was trained via gradient descent backpropagation [25].  However, research by [26] has only 
incorporated stochasticity into MLP to forecast the stock prices.  Considering this as a research gap this 
research aims to train the stochastic parameter in S-MLP to further improve the accuracy of the model. 

 

In summary, this research aims to achieve two objectives.  Firstly, it further investigates the learning 
curve of the S-MLP comparative to MLP employed for forecasting one day ahead highest price of the 
selected stock counters.  Secondly, drawing inspiration form the identified research gap in the previous 
study [26], this research takes a step further by training the stochastic parameter in S-MLP. The 
remainder of the manuscript is structured with the description of the dataset, pre-processing steps and 
the employment of the predictive model in section 2.  Results and discussions are presented in section 
3. Finally, section 4 draws a conclusion based on the outcome of the research and recommendation of 
the future direction of the research. 

 
Methodology 
 

Data Collection 
Various intervals of historical stock price data with a specific period can be collected to forecast it.  
Recent applications of forecasting stock price used different periods of data with a daily interval.  For 
example, approximately three years of daily stock indices [27], three years of daily data of iShares MSCI 
United Kingdom [28] and five years of data [29].  In addition, the choice of dataset mainly depends on 
the choice of the researcher and usually contains hundreds or thousands of observations [30].  Thus, in 
this research, approximately five years of stock price and volume of traded stock from 6th March 2017 
to 25th May 2022 is collected, which amounts to 1288 data.  Daily historical prices and volume of stock 
traded consist of four counters: Inari Amertron Berhad (0166.KL), Kuala Lumpur Kepong Bhd (2445.KL), 
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PPB Group Bhd (4065.KL) and Nestle (M) Bhd (4707.KL). The historical data consist of the date along 
with the opening and closing prices, the highest and lowest prices of the respective trading day, and the 
volume of the total traded shares.  This study forecast one a day ahead highest price so, daily opening, 
closing, highest, lowest prices and volume of traded stock are the input features. 

 

Data Pre-processing 
Data pre-processing is the initial stage before employing the predictive model.  First, to clean the 
collected data, the missing values were identified and dropped to avoid errors in the propagation during 
the training.  Then, normalization of each feature over [0,1] ranges is done to remove the negative 
effects of data dispersed over various ranges [31].  Finally, the data is allocated to training, validation 
and testing set before loading them into deep learning model. 
 

It is elusive to determine a perfect proportion for the amount of data required in training and testing sets 
[32].  However, the fundamental guideline is that the test and validation sets should be large enough to 
adequately represent the entire range of variability that exists in the datasets.  Then, the remaining data 
can be utilized for training.  Usually, the ratio of training set should be larger than validation and testing 
set as the number of datasets increases. Besides, the ratio of training, validation and testing should 
grow smaller.  In the research by Sagir and Sathasivan [33] and Yassin et al. [34] allocated the training 
set with 68% and 70% ratio. Meanwhile, the remaining data was split equally to validation and testing 
set in both these studies.   Taking in account of the past research, this study used 70% and 20% of data 
for training and validation respectively and remaining data is used to test the accuracy of the neural 
networks.  The purpose of this stage is to convert the unprocessed data into a format that is simpler and 
more efficient for utilization in predictive modelling.  The structural overview of data pre-processing is 
shown in Figure 1. 

 

Predictive Models 
This research considers three neural networks which are MLP (baseline model), S-MLP and the 
improvement of S-MLP; S-MLP with a trainable perturbation factor (S-MLPT).  All the neural networks 
have the same architecture, which has five input nodes, one output node, and two hidden layers, with 
four and two nodes in the first and second hidden layers, respectively as shown in figure 2.  The 
architecture of the neural network is decided by using the geometric pyramid rule proposed by Masters 
[35].  In addition, the value of weight is initialized using the Glorot normal initializer, which was proposed 
by Glorot & Bengio [36].  Besides that, all the neural networks were trained via the backpropagation 
algorithm and optimized with stochastic gradient descent.  The training is an iterative process, where a 
small update will be done to the weight and bias parameters during each iteration.  During the iterative 
process, the error between the output of the neural network and the target value is calculated using the 
mean square loss function.  To stop the training of neural network, this study adopted early stopping 
mechanisms to prevent overfitting.  The entire training phase is done using the data from training set.  
Finally, the data from the test set will be used to forecast the one day ahead highest price.  To ensure 
consistency and eliminate biases in the accuracy and performance of the neural networks, this study 
maintains a constant set of parameters. The structural overview of MLP and S-MLP, and S-MLPT is 
shown in figure 3 and 4, respectively. 

 

The key differences between MLP and the variation of S-MLP differs based on the use of the activation 
function.  During the training and testing of MLP, rectified linear unit (ReLu) activation function is used, 
as shown in Equation (1).  Meanwhile, SAF shown in Equation (2) which is used in S-MLP. 

 
                                                                                                                                   Φ𝑟(𝓏) = max(0, 𝓏)                                                                             (1)  

                                                                                                                                   Φ𝑆𝐴𝐹(𝑧, 𝜉) =
1

1 + 𝑒𝓏
+ (�̂�𝑌𝑍)𝜉                                                          (2)  

                                                                                                              �̂�2
𝑌𝑍 =  �̂�2

𝑜 + 𝑘�̂�2
𝑐 + (1 − 𝑘)�̂�2

𝑅𝑆  , 𝑘 =  
𝛼 − 1

𝛼 +
𝑛 + 1
𝑛 − 1

                           (3)  

 

Where, Φ𝑟(𝓏) is ReLu activation function with 𝓏 as the output of each hidden layer.  Besides, Φ𝑆𝐴𝐹(𝑧, 𝜉) 

is SAF with �̂�2
𝑌𝑍  Yang-Zhang volatility estimator.  𝑘 is a constant with the 𝛼=1.34 as suggested by Vințe 

& Ausloos [37] and Yang & Zhang [38]. 𝑛 is the number of days in the sample period.  �̂�2
𝑜 =

1

𝑛−1
∑ (𝑜𝑡 −

1

𝑛
∑ 𝑜𝑡

𝑛
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2
𝑛
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𝑛−1
∑ (𝑐𝑡 −
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𝑛
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𝑛
𝑡=1 )

2
𝑛
𝑡=1  is standard volatility of opening and closing 

price of the stock counters, respectively.   �̂�2
𝑅𝑆 =  

1

𝑛
∑ ℎ𝑡(𝑛

𝑡=1 ℎ𝑡 − 𝑐𝑡) + 𝑙𝑡(𝑙𝑡 − 𝑐𝑡)  is Rogers-Satchell 

volatility estimator.  Furthermore, 𝑜𝑡 = ln 𝑂𝑡 − ln 𝐶𝑡−1, 𝑐𝑡 = ln 𝐶𝑡 − ln 𝑂𝑡, ℎ𝑡 = ln 𝐻𝑡 − ln 𝑂𝑡, and 𝑙𝑡 =
ln 𝐿𝑡 − ln 𝑂𝑡 are normalized opening, closing, of stock counter, respectively.  Meanwhile, 𝑂𝑡, 𝐶𝑡, 𝐻𝑡 𝑎𝑛𝑑 𝐿𝑡 
are the opening, closing highest and lowest price of the stock on date 𝑡. 
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The proposed S-MLPT is adapted from the work of Jay et al. [25], where initially the weight and bias 
parameters were trained using a deterministic approach.  Then, all parameters, except the perturbation 
factor, were frozen, and the value of the perturbation factor was optimized through error 
backpropagation with gradient descent.  Following a similar rationale, this study trained MLP with ReLu 
activation function via backpropagation algorithm and optimized using SGD to obtain the updated values 
of weights and biases.  Once the values of the weights and biases were frozen, the S-MLP was 

employed to train the perturbation factor, �̂�𝑌𝑍, is trained through backpropagation with SGD optimizer. 
Using the updated value of the perturbation factor, the study then proceeded to forecast the one day 
ahead highest price of the stock counters. 

 

Finally, the performance of the model is evaluated by calculating the coefficient of determination (𝑅2), 

shown in Equation (7).  𝑅2 indicates how much of the target values are being captured by the model.  

𝑅2 usually shows the percentage variance that the independent variables account for in the dependent 

variable’s variance. Moreover, 𝑅2 is bounded to the range of (−∞, 1]. It is stated that when the value of 

𝑅2 approaches the upper bound it means that the predictive model results in accurate forecasting and 

vice versa if 𝑅2 approaching zero. However, if 𝑅2 results in a negative value that it strongly suggested 
that the given predictive model has the worse fit [39] 

 

                                                                                                                         𝑅2 = 1 −
∑ (�̂�𝑡 − 𝑦𝑡)2 𝑛

𝑡=1

∑ (�̅�−𝑦𝑡)2 𝑛
𝑡=1

                                                                           (7)  

 

Where, �̂�𝑡 is the forecasted value, 𝑦𝑡 is the corresponding actual value on day 𝑡.  �̅� is the mean on the 
data in test set. 

 

To identify which neural network has better accuracy of one day ahead highest stock price forecasting a 
comparative analysis between MLP, S-MLP and S-MLPT is carried out by calculating the relative 
improvement of the models using the value as shown in Equation (8). 

 

                                                                                              
 𝑅2 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑒𝑙𝑒𝑐𝑡𝑒𝑑 𝑚𝑜𝑑𝑒𝑙 − 𝑅2 𝑜𝑓 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒  𝑚𝑜𝑑𝑒𝑙

𝑅2 𝑜𝑓 𝑏𝑎𝑠𝑒𝑙𝑖𝑛𝑒  𝑚𝑜𝑑𝑒𝑙
× 100                                      (8)  

 

 

Figure 1. Structural overview of data pre-processing 

 

 

 

Figure 2. Architecture of the neural networks 
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Figure 3. Structural overview of MLP and S-MLP predictive model 

 

 

 

Figure 4. Structural overview of S-MLPT predictive model 

 

 

Results and Discussion 
 

The forecasting result MLP, S-MLP and S-MLPT is tabulated in Table 1 which comprises of  𝑅2 values 
of the predictive models for all the stock counters.  From Table 1, it can be observed that MLP results 

in a positive value 𝑅2 for 4065.KL which is 0.9749, whereas S-MLP and S-MLPT 𝑅2 values greater than 

0.85 for all counters. Thus, this value indicates that the forecasting is quite accurate. However, 𝑅2 value 
of MLP for 0166.KL and 4707.KL resulted a negative value, hence it is strongly suggested that the MLP 
has the worse fit [30]. 

 

Table 1. 𝑅2 value of the MLP, S-MLP and S-MLPT 

 

Counter 
𝑹𝟐 

MLP S-MLP S-MLPT 

0166.KL -3206 0.9844 0.9858 

2445.KL 0 0.8596 0.9924 

4065.KL 0.9749 0.9756 0.9701 

4707.KL -5×1011  0.9857 0.9905 
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In addition, Table 1 also shows that both S-MLP and S-MLPT outperformed MLP for all four counters.  
A comparative analysis was conducted by calculating the relative percentage improvement of S-MLP 
compared to MLP as the baseline model.  The results indicated a 100% improvement for 0166.KL, 
2445.KL, and 4707.KL counters.  However, for the 4065.KL counter, S-MLP showed a slight 
improvement of 0.1%.  Similarly, when calculating the relative percentage improvement of S-MLPT 
compared to MLP, a 100% improvement can be observed for 0166.KL, 2445.KL, and 4707.KL 
counters.  Based on these findings, it can be concluded that both S-MLP and S- MLPT perform better 
than MLP. 
 
Furthermore, an investigation was conducted to understand the reason s behind the superior 
performance of S-MLP compared to MLP in forecasting the 0166.KL, 2445.KL, and 4707.KL counters. 
Thus, the final cut off value of the training phase and the corresponding loss function values is identified 
and presented in Table 2.  Notably, it is observed that the training of MLP was terminated earlier than 
that of S-MLP due to an early stopping mechanism.  Besides, the loss function values of MLP were 
consistently higher than those of S-MLP across all counters.  To further explore this phenomenon, the 
learning curves depicting the loss function during the training of both MLP and S-MLP are plotted in 
Figure 5. 
 
Figure 5 reveals that both MLP and S-MLP reached a plateau after a certain number of epochs, leading 
to the activation of the early stopping mechanism.  The introduction of stochastic processes into the 
sigmoid activation function enabled S-MLP to overcome these suboptimal points and converge towards 
improved local minima or even the global minimum, aligning with studies by Gulcehre et al. [18], Jay 
et al. [25], and Reddy & J.C. [40].  Consequently, it can be inferred from Table 2 and Figure 5 that S-
MLP outperforms MLP due to its ability to overcome the drawback associated with MLP, which is being 
trapped in poor local minima or saddle points. 
 

Table 2. Value of loss function and corresponding activation after final cut off training during early stopping mechanism 

 

Counter 
MLP  S-MLP 

MSE-loss No of epochs MSE-loss No of epochs 

0166.KL 0.6120 20 0.0071 195 

2445.KL 3.0703 19 0.1120 111 

4065.KL 0.1019 39 0.0385 158 

4707.KL 474.9989 28 9.1346 38 

 
 

(a) (b) (c) (d) 

 
  

 

 
Figure 5. Loss function of training using MLP and S-MLP 

 
 

Finally, to determine whether S-MLPT had better accuracy than S-MLP, this study calculated the 
relative percentage improvement of S-MLPT by using S-MLP as the reference model, and the result is 
recorded in Table 3.  The table indicates that S-MLPT showed an improvement in the accuracy of 
forecasting for all the counters except for 4065.KL.  Hence, it can be concluded that, the accuracy of 
forecasting by S-MLP can be further improved by training the perturbation factor of the SAF after 
freezing the weight and bias parameters of trained MLP. 
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Table 3. Relative percentage improvement of S-MLPT for all counters in comparison to S-MLP 

 

Counter 0166.KL 2445.KL 4065.KL 4707.KL 

Percentage improvement (%) 0.14 15.45 -0.57 0.48 

 
Conclusions 
 
In this manuscript, the research identified the reasoning on why S-MLP had better accuracy than MLP, 
which is because the incorporation of the gaussian process into the activation function allowed the loss 
function of the neural network to escape the poor local minima or saddle point. Moreover, this study 
attempted to improve the accuracy of forecasting of S-MLP by proposing S-MLPT. Inspired by the work 
of Jay et al. [25], we first trained MLP and then froze the values of the weight and bias parameters.  
These frozen values were then loaded into S-MLP to train the perturbation factor of SAF using the 
backpropagation algorithm, optimized with SGD.  The forecasting of one day ahead highest stock price 
of four counters listed in Bursa Malaysia, namely 0166.KL, 2445.KL, 4065.KL and 4707.KL was 
conducted using MLP, S-MLP and S-MLPT. Our finding concludes that S-MLPT outperforms both S-
MLP and MLP interns in forecasting accuracy. This research achieved two objectives on investigating 
the learning curve of S-MLP and enhanced the accuracy of S-MLP by training the stochastic parameter 
via backpropagation. In future studies, it would be worth advancing S-MLP and S-MLPT in portfolio 
optimization models which has been done by Ma et al. [41] and Solin et al. [42].  Apart from that, MLP 
is widely applied in climate fields such as forecasting rainfall, drought, hydrological processes (rainfall-
runoff, groundwater evaluation). Hence, it is recommended to apply this model in various fields to 
validate the efficiency and performance of the model.  
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