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Abstract The correlation coefficient is one of the essential statistical techniques used to 

discover relationships among variables. Various techniques can quantify correlation, such as 

Pearson's, Spearman's, and Kendall's correlation coefficients, depending on the data type. As 

with any use of data, missing data will impact the availability of data, reducing it and potentially 

affecting the results. Furthermore, the removal of missing-value data from the study when 

using complete case analysis or available case analysis may result in selection biases. In this 

paper, we investigate the impact of missing data on the correlation coefficient value by 

calculating the difference between the correlation coefficient of the original complete dataset 

and that of a dataset with missing data. Two deletion strategies (Listwise and Pairwise) and 

three imputation strategies (Mean, k-Nearest Neighbors (k-NN), and Expectation-

Maximization) were used to prepare the data before calculating the correlation coefficient. 

Unique correlation coefficient values were created by converting unique values to a one-

dimensional array, and RMSE metrics were used to evaluate the experiments. Eight UCI and 

Kaggle datasets with different sizes and numbers of attributes were used in this study. The 

experiment results demonstrate that the Pairwise strategy and k-NN give good results on the 

correlation coefficient, respectively, when the missing rate is moderate or less. Pairwise uses 

all the available values and discards only the missing values of the related attribute, while k-

NN fills the missing values with new values that produce correlation coefficient values close to 

the actual values. 

Keywords: Correlation Coefficient, Pearson's Correlation, Missing data, Mean Imputation, k-NN 

imputation, Expectation Maximization imputation.  
 

 

Introduction 
 

Missing values are one of the prevalent issues in data analysis, as the results can be misleading if 
cases with missing values are consistently different from cases without missing values. Additionally, 
missing data may affect the precision of calculated statistics, as there is less information than initially 
expected [1, 2]. On the other hand, the correlation coefficient is a statistical method that provides 
information on the strength and direction of the relationship between two variables [3]. It is pivotal in 
many works, particularly in data mining [4], such as feature selection [5-7] and missing data 
imputation methods [8-11]. However, missing data can be an issue in finding the correlation 
coefficient, as complete pairs are needed to calculate it. The missing data rate is one factor that 
impacts the sample size, and the correlation structure, missing mechanism, entries distribution, and 
the percentage of values significantly impact the performance of imputation methods [12]. The 
missing rate is categorized based on its percentage, with less than 10% being described as minor 
missing, 10% to less than 25% as moderate, 25%-50% as high, and more than 50% as excessive 
[13]. The correlation coefficient is a measurement method used to explore the relationships among 
attributes. It is a bivariate study that measures the connection strength between two variables and 
the relationship direction [14]. Linear correlation, measured by Pearson's Correlation Coefficient 
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(PCC), determines whether two variables have a linear connection. PCC is proportional to covariance 
and can be interpreted in the same way. Its value fluctuates from +1 to -1 in terms of the strength of 
the relationship [3]. A correlation coefficient value close to one indicates a strong correlation, while a 
value approaching zero indicates a weak correlation. Additionally, the correlation coefficient shows 
the direction of the relationship, whether it is negative or positive, as illustrated in Figure 1 [15]. 

 

 
 

Figure 1. Type of correlation. 

 

 

In contrast, the Spearman correlation can be used to measure a monotonic association for non-
normally distributed continuous data, ordinal data, or data with relevant outliers. Both coefficients are 
scaled to vary from –1 to +1, with 0 indicating no linear or monotonous connection. This relationship 
strengthens and eventually approaches a straight line (Pearson correlation) or a constantly 
increasing or decreasing curve (Spearman correlation) as the coefficient approaches the total value 
of 1 [14]. Table 1 shows the type of data and the appropriate measurement metric for the relationship 
between them [16]. 

 

Table 1. Data type vs correlation measurement method 

 

Variable Y 
Variable X 

Nominal Ordinal Continuous 

Nominal ϕ or λ Rank biserial Point biserial 

Ordinal Rank biserial τb or Spearman τb or Spearman 

Continuous Point biserial τ τb or Spearman 
Pearson or 
Spearman 

ϕ = phi coefficient, λ = Goodman and Kruskal’s lambda, τb = Kendall’s τb  

 

 

The measured correlation coefficient can be interpreted based on the strength categories. The 
degree of the relationship is categorized as negligible, weak, moderate, strong, and very strong 
correlation. As shown in Table 2, the correlation degree depends on the proximity of its value to one, 
and its weakness as it approaches zero [14]. 

 

Table 2. Correlation coefficient interpretation 

 

The absolute magnitude of the observed 
correlation coefficient 

Degree of correlation 

0.00 - 0.10 Negligible 

0.10 - 0.39 Weak 

0.40 - 0.69 Moderate 

0.70 - 0.89 Strong 

0.90 - 1.00 Very strong 

 

 

The point biserial correlation coefficient is a case where Pearson's correlation coefficient can be used 
to calculate the correlation between categorical and continuous variables. Specifically, the 
categorical variable is a dichotomous variable, meaning it has only two values that can be set as 0 
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or 1. The point biserial correlation coefficient can vary from -1 to +1, like the Pearson coefficient [17]. 
As with any data analysis, missing data is a critical issue that needs to be addressed. The calculation 
of the correlation coefficient is essential for exploring relationships among attributes and for many 
other methods, such as feature selection, regression, and imputation methods [18-20]. 

 

In many research studies, the correlation coefficient plays an important role in statistical analysis and 
various machine learning methods. Calculating the correlation coefficient is a simple step in complete 
data cases. However, the primary focus of this work is on addressing the issues related with missing 
data and the critical data preparation activities required prior to using it to calculate the correlation 
coefficient. 

 
Materials and Methods 
 

This section will provide a comprehensive account of the research methodology. It covers the 
handling of missing data, computation of correlation coefficients, experimental design, and the 
foundational steps that led to the results presented in the subsequent "Results and Discussion" 
section.  

 

Dealing with Missing Values 

In many areas of data analysis, missing data is one of the significant challenges for researchers. 
Neglecting or disregarding this missing data can result in significant biases in the findings [21]. 
Dealing with this issue has been the focus of much work. Many statistical and machine learning 
methods have been proposed to deal with the missing data problem to ensure that the maximum 
amount of data can be used to ensure that no misleading occurs in the results [22, 23]. There are 
two important strategies in dealing with missing data, namely, deletion and imputation strategy. 

 

Deletion is a standard method used for handling missing values [24]. The main idea behind it is to 
discard incomplete information. There are two ways for deletion: Listwise deletion and Pairwise 
deletion [25]. Listwise deletion, also known as "case deletion," is a common way of dealing with 
missing values by deleting all cases/instances with one or more missing values and using only 
complete cases to analyze the data [26]. Meanwhile, the Pairwise strategy uses all observed 
information instead of deleting instances with missing values. Pairwise deletion eliminates missing 
data for each data point separately. All available information will be used to analyze further. 

 

The imputation technique is one of the popular methods to deal with the missing values issue. 
Statistical and machine learning techniques are used to impute the missing values. In this study, 
Mean, k-Nearest Neighbors (k-NN), and Expectation-Maximization (EM) techniques will be used. 
Mean Imputation (MI) is the simplest way of dealing with missing values because it replaces the 
missing values with the mean of the observed values. The MI results are acceptable if the missing 
rate is minor; otherwise, it will result in bias [27, 28]. k-NN is one of the non-parametric methods in 
machine learning and is widely used to classify data due to its simplicity, generality, and relatively 
high accuracy. It has successfully been used for classification purposes such as data mining, 
machine learning, pattern recognition, text categorization, and object recognition [29-31]. The core 
of k-NN is finding k most similar instances in samples with a high probability of being in the same 
class [32]. In 1977, Dempster, et al. [33] proposed the expectation-maximization algorithm to solve 
the drawbacks of Maximum Likelihood approaches. The Expectation-Maximization Imputation (EMI) 
approach depends on estimating the dataset's mean and covariance matrices to impute missing 
numerical values. It begins with initial estimates of the mean and covariance matrix and iterates 
through the steps until the imputed values and the mean and covariance matrix estimates do not 
change significantly from one iteration to the next iteration [34, 35]. Mirzaei, et al. [36] summarize the 
impact of missing data on statistical analysis depends on the percentage of missing data. For less 
than 5% missing data, a simpler single imputation approach may be appropriate. For more than 10% 
missing data, there is a higher likelihood of bias, and multiple imputation techniques may be 
considered. When missing data exceeds 40%, imputation or likelihood methods may only generate 
hypothesis-generating results. The type of missing data (e.g., missing completely at random or not) 
should also be considered in deciding how to handle the missing observations. If missing data is 
completely at random, imputations or deletions can be done with minimal bias. Johnson and Young 
[37] suggest that both imputing missing data before analysis or handling missing data at each step 
of the analysis are acceptable strategies for handling missing values in family research. Little 
difference in substantive conclusions was found between the two approaches when using a 
commonly used dataset in family research, indicating flexibility in choosing the approach that best 
fits the research question and dataset. However, removing data in such cases may increase standard 
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error due to reduced sample size. Alternatively, imputation can be used to estimate the response 
that the respondent may have provided if the data was not missing. Also, it is important to ensure 
that the missing data model is as complete as the analysis model to obtain accurate results, and 
including auxiliary variables, especially those highly correlated with variables in the model, is 
recommended based on literature [38].  

 

Correlation Coefficient with Missing Values 
Musil, et al. [39] have been examines the impacts of different methods on descriptive statistics and 
correlations with other variables, utilizing a unique dataset for comparison. Listwise deletion, mean 
imputation, simple regression, regression with an error term and EM have been used to dealing with 
the missing values for MAR missing mechanism. The limitations of the study include low explanatory 
power of the variables used for imputation, which can affect the accuracy of parameter estimates, 
highlighting the importance of selecting predictors with substantial correlations with the missing 
variable for accurate imputations. Sefidian and Daneshpour [11] proposed methods for imputing 
missing values using correlation maximization-based techniques. They proposed ten correlation-
based imputation methods that aim to maximize the correlation between a missing feature and other 
features. This is done by selecting data segments with strong correlations. The proposed methods 
involve three main steps: selecting a base set from all complete instances, generating data segments 
with strong correlations using the base set and the remaining complete instances, and imputing 
missing values using a linear model applied to the discovered data segments. However, using only 
the base set of complete instances may reduce the sample size, affecting the results of the 
correlation coefficient in earlier steps. 

 

Liu, et al. [9] proposed a method to impute missing data by maximizing the correlation coefficient. 
Their work involves dividing the dataset into subsets, with each subset containing instances with the 
same number of missing data. The correlation coefficient is calculated in batches, with each sub-
dataset starting with the subset with the fewest missing data and progressing to the most. The k-NN 
method is used to impute the missing values in the subset, with the correlation coefficient used to 
weigh the distances. The imputed subset is then added to the previous one to calculate the 
subsequent correlation. However, using only a small subset of the first subsets may affect the sample 
size and thus the results of the correlation coefficient. 

 

ÜRESİN [40] proposed a method called Correlation Based Regression Imputation (CBRI), which 
uses simple regression-based imputation to impute missing values of each feature based on its 
correlation with others. Pearson's pairwise correlation matrix is used to determine the dependent and 
independent features, with only features with high correlation selected. While the results have shown 
improvement in imputation accuracy, the study used small datasets, and using Pearson pairwise 
correlation may not be ideal for large datasets with higher missing rates. 

 

Nugroho, et al. [2] proposed the Class Center-based Imputation method, which considers the 
correlation among attributes to estimate missing values. The hybrid imputation stage uses both the 
firefly algorithm and the CCMVI algorithm. During the data preparation step, the data is divided into 
two subsets: incomplete data and complete data. Only the Listwise strategy is used to produce the 
correlation coefficient for use in the proposed method. While the study showed that using correlation 
as one of the parameters to estimate missing values improves the imputation method, using Listwise 
may dramatically reduce the available data, especially with a high missing rate. Using reduced data 
to calculate the correlation coefficient may not provide an accurate indicator of the relationship 
between attributes.  

 

As correlation is a crucial factor in feature selection methods, obtaining an accurate correlation 
coefficient is essential in the process. However, missing data can affect the results, and most studies 
on feature selection assume that the data have no missing values [41]. Some researchers fill the 
missing values with the mean value in numeric features [42] or use a multiple regression model to 
impute the missing values and then use Pearson Correlation Coefficient to calculate the similarity 
among the attributes [43]. However, most previous studies do not consider the number of instances 
when calculating the correlation coefficient. Using a Listwise case to prepare data with all variable 
values available is still a problem, and getting the most out of all data is the researchers' biggest 
obstacle. 

 

In the case of missing data, D’Angelo, et al. [44] extended the EM algorithm for the partial correlation 
and compared it to the Multi Imputation approach in a thorough simulation study. They used Pearson 
Correlation Coefficient to measure the correlation using full, complete cases, EM, and MI to evaluate 
their work. They discovered that the correlation values obtained with complete cases were most likely 
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deceptive. Furthermore, the EM exhibited the best statistical features of all the approaches. EM 
worked almost as well as MI. However, only EM and IM were used to estimate the missing values, 
and only one dataset was used in the study. Therefore, this study investigates the impact of missing 
values on the calculation of the correlation coefficient and suggests the best strategies to deal with 
this issue in various missing rates [44]. 

 

This work aims to study the impact of missing data on the correlation coefficient and how to deal with 
this issue. The main objective is to determine the best data preparation strategy (deletion and 
imputation strategy) without compromising the correlation coefficient among the attributes. The 
experimental design is described in Section 2, and Section 3 presents the experiment results of the 
various deletion and imputation methods. This paper contributes to the field of dealing with missing 
data by identifying the best strategies for data preparation and presenting the impact of different 
missing rates on the correlation coefficient values. The article concludes with a discussion.  

 

Experimental Design 
In this study, the work is divided into three phases, i.e., data preparation, handling missing values, 
and evaluation, as shown in Figure 2. It offers the experiment design conducted in this study. 

 

 
 

Figure 2. Experimental design 

 

 

The experiment was initiated with a complete dataset comprising eight real-world datasets from UCI 
and Kaggle. Only numerical data, including discrete and continuous numbers, were included in the 
study, as shown in Table 3. 

 

Table 3. List of datasets (label attribute is not counted in # of attributes) 

 

Datasets Type of Data No of instances No of attributes No of classes No of a unique 
correlation value 

Blood Integer 748 4 2 10 

Breast cancer 1 real 569 30 2 465 

Breast cancer 2 Integer 683 9 2 45 

Parkinson real 195 22 2 253 

Ionosphere real 351 34 2 595 

QSAR real 1055 41 2 861 

Spam real 4601 57 2 1653 

Musk Integer 6598 166 2 13861 

 

 

In phase 1, the experiment was initiated with a complete dataset comprising eight real-world datasets 
from UCI and Kaggle. Only numerical data, including discrete and continuous numbers, were 
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included in the study, as shown in Table 3. 

 

A dataset with missing values was generated using the Completely at Random missing (MCAR) type. 
Five types of datasets were used in the experiments, including: 

i. Complete dataset – a complete dataset used to calculate the correlation matrix (CM) for 
evaluation purposes.  

ii. Missing dataset – a dataset with missing values generated with various missing rates.  

iii. Listwise dataset – a dataset with only complete instances values, with any instances 
containing at least one missing value discarded from the dataset.  

iv. Pairwise dataset – a dataset that uses all available pairs of attributes to calculate the 
correlation coefficient.  

v. Imputed dataset – a dataset generated using one of the imputation methods, i.e., Mean, k-
NN, and Expectation-Maximization. 

 

Binary class datasets were used as all datasets were numeric and normalized to (0,1) to give all 
attributes the same power in the dataset [45]. The experiment employed five different missing rates: 
2%, 10%, 25%, 50%, and 80% [13]. In assessing the impact of the imputation method on the 
correlation coefficient value, the missing rate, in addition to the data preparation method for 
correlation analysis, is a factor. For missing data type, MCAR indicates no correlation between the 
missing mechanism and any attributes used [46]. Two types of missing models are there: Uniformly 
Distributed (UD) and overall. In UD, each feature has the same percentage number of missing 
values, whereas overall, the ratio of missing values in each variable has a different value than 
another. In this study, UD was used [47]. To implement the methods, codes were written in Python 
3.7, Jupyter Notebook (Anaconda 3), and SciKitLearn Library. The reported results in this experiment 
are based on the average of 10 values obtained by repeating the experiment run. Each experiment 
was repeated 10 times to ensure reliability and reduce the impact of random fluctuations. 

 

In phase 2, two strategies, i.e., deletion and imputation, are employed to handle missing data. In the 
deletion strategy, two approaches, namely Listwise and Pairwise, are being used. Meanwhile, k-NN, 
Mean, and Expectation Maximization are used for the imputation strategy. As a result, new datasets 
are created, which are used to evaluate the correlation coefficient between the complete dataset and 
the generated datasets.  

 

The Pearson Correlation Coefficient (CC) is applied to calculate the correlation matrix (CM), as 
shown in Equation 1. Meanwhile, Point Biserial Correlation is used when only the class has two 
values.  

𝑟 =
∑ (𝑥𝑖 − �̅�)(𝑦𝑖 − �̅�)𝑛

𝑖=1

√∑ (𝑥𝑖 − �̅�)2𝑛
𝑖=1 √∑ (𝑦𝑖 − �̅�)2𝑛

𝑖=1

 (1) 

Where r is a Pearson correlation coefficient between x and y, n is the number of observations, xi is 
the value of x for ith observation, and yi is the value of y for ith observation. 

 

The assumption is that the dataset has m attributes, and the calculation of the CM produces an array 
of n x n. The unique correlation value (UCV) array will only include one unique correlation coefficient 
value between each pair of attributes. The CM upper-triangle values are converted into a one-
dimensional array, and the correlation between any attributes (for example, Att1 to Att5) themselves 
will be ignored, as shown in Figure 3. The length of the UCV array is defined in Equation 2. 

 

𝑈𝐶𝑉 𝐿𝑒𝑛𝑔𝑡ℎ =  
(𝑛2 − 𝑛)

2
 (2) 
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Figure 3. Unique correlation values (UCV) array 

 

 

The impact of missing values on correlation coefficient values is studied in two different ways, i.e. 
the difference in correlation coefficient matrix between the complete dataset with the generated 
datasets as measured by Root Mean Square Error (RMSE), and the correlation coefficient changes 
between the complete dataset and the generated datasets (deviation between predicted CC value 
from actual CC value). Since the datasets used in the study consist of numeric data, most of the 
correlation coefficient (CC) values are calculated among numeric attributes. Imbalance issues within 
label attributes are not considered extensively, as they constitute a small proportion of the total 
correlation values.   

 

RMSE is a standard statistical metric to determine the model’s performance. In other words, it tells 
you how concentrated the data is around the line of best fit. It is commonly used in climatology, 
forecasting, and regression analysis to verify experimental results [48]. The equation that describes 
RMSE is as in Equation 3.  

𝑅𝑀𝑆𝐸(𝑥, �̂�) = √
∑ (𝑥𝑖 − 𝑥�̂�)

2𝑛
𝑖=1

𝑛
 (3) 

 
∑ (𝑥𝑖 − 𝑥�̂�)

2𝑛
𝑖=1 : This part of the formula calculates the squared difference between each true value 𝑥𝑖 

and its corresponding predicted value �̂�𝑖, for all values in the dataset from i=1 to i=n. These squared 
differences are then summed up. Next, the sum of squared differences calculated in previous step 
is then divided by the total number of values in the dataset n. This division by n normalizes the 
squared differences to represent the average squared difference between the true and predicted 
values. Finally, the average squared difference obtained is square rooted. This is done to obtain the 
square root of the average squared difference, which gives us the root mean squared error (RMSE). 

Each coefficient correlation value change is calculated by taking the absolute difference between the 
actual and the predicted coefficient correlation. After calculating the absolute difference between the 
actual and predicted correlation coefficient values, these differences are categorized as small if they 
fall within ±0.05, moderately small if they fall within ±0.05-±0.10, moderately large if they fall within 
±0.10-±0.15, large if they fall within ±0.15-±0.20, and very large if they exceed ±0.20. These 
categories provide information on the magnitude of the difference between predicted and actual 
correlation coefficients.  

 
Results and Discussion 
 

In general, missing data affect the number of complete instances, which are instances with no 
missing values. The number of complete instances is influenced by the missing rate and the number 
of attributes. Treating missing values at different levels of missing rates using different methods can 
demonstrate the ability to form complete instances. 
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Correlation Coefficient Analysis after Deletion Methods 
In this section, a comparison between two deletion methods, Listwise and Pairwise, has been made. 
Figures 4a to 4d show the RMSE results of the deletion methods. Based on these figures, some 
Listwise results are not available due to the absence of complete instances in the datasets. 

  

  

4a 4b 

  

4c 4d 

 

Figure 4 (a-d). Correlation coefficient RMSE of Listwise and Pairwise deletion method in different missing rate 

 

 

Through Figures 4a to 4d, we can see the performance of Listwise and Pairwise, and based on 
RMSE, we observe that the error rates are high when using Listwise. While Pairwise outperforms 
Listwise, even though the RMSE increases as the missing rate increases. In addition, the number of 
complete instances decreases as the missing rate increases, as shown in Figures 4a to 4d. All 
datasets have complete instances with a 2% missing rate, as shown in Figure 4a. However, we begin 
to see no complete instances with the MUSK dataset at a 10% missing rate, as shown in Figure 4b. 
At a 25% missing rate, only two datasets, Blood and Breast Cancer 2, have complete instances due 
to their lower number of attributes. In Figure 4d, with a 50% missing rate, only the Blood dataset has 
complete instances. Finally, there are no complete instances at an 80% missing rate. 

 

In deletion methods, the Pairwise strategy is the best way to deal with missing data as all available 
values are exploited, while the Listwise strategy loses much of its power because it deletes some 
data in instances with some missing values. For each dataset, Table 4 shows the percentage of CC 
values that deviate from the actual CC values for each deviation level. It shows that Listwise and 
Pairwise kept all CC values close to actual values when the missing rate was low (2%), while all 
predicted CC has deviated less than 0.05. At a 10% missing rate, Pairwise continues to keep all CC 
values in deviation less than 0.05. However, at the same missing rate, Listwise started producing 
some CC values that varied from actual values more than 0.20, as in the Ionosphere dataset, where 
40% of CC values varied more than 0.20 points. Complete instances are unavailable in most cases 
starting at 25% of the missing rate. Only Blood and Breast Cancer 2 datasets are yielding results 
due to their lower number of attributes. At 25% missing rate, Pairwise still provides good results 
where most CC changes are less than 0.05 points. In a high missing rate of 50%, most of the 
predicted CC changes are less than 0.05, while some other changes are between 0.05 to 0.10 points. 
In the 80% missing rate, the differences between the predicted values and the actual values are 
distributed on many deviation levels, sometimes reaching more than 0.20. It can be seen in the 
Parkinson and Ionosphere datasets, where the percentage of values that deviated by more than 0.20 
points is 23% and 26%, respectively. Using the pairwise strategy to deal with missing values and 
calculating the correlation coefficient with different missing rates gives CC values close to the actual 
CC values because it uses all available values.  
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Table 4. Percentage of CC value deviation level for deletion strategies 

 

  Deletion methods 

Missing rate 2%  Listwise Pairwise 

Dataset 
# 

UCV 
< 

±0.05 
±0.05 - 
±0.10 

±0.10 - 
±0.15 

±0.15 - 
±0.20 

>±0.20 
< 

±0.05 
±0.05 - 
±0.10 

±0.10 - 
±0.15 

±0.15 - 
±0.20 

>±0.20 

Blood 10 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C1 465 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C2 45 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Parkinson 253 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Ionosphere 595 93% 7% 0% 0% 0% 100% 0% 0% 0% 0% 

QSAR 861 97% 2% 1% 0% 0% 100% 0% 0% 0% 0% 

Spam 1653 99% 1% 0% 0% 0% 100% 0% 0% 0% 0% 

Musk 13861 97% 3% 0% 0% 0% 100% 0% 0% 0% 0% 

Missing rate 10%            

Blood 10 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C1 465 43% 30% 15% 9% 4% 100% 0% 0% 0% 0% 

Breast C2 45 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Parkinson 253 70% 18% 8% 4% 1% 100% 0% 0% 0% 0% 

Ionosphere 595 19% 16% 14% 12% 40% 100% 0% 0% 0% 0% 

QSAR 861 36% 23% 17% 10% 13% 99% 1% 0% 0% 0% 

Spam 1653 35% 25% 16% 11% 13% 100% 0% 0% 0% 0% 

Musk 13861 - - - - - 100% 0% 0% 0% 0% 

Missing rate 25%            

Blood 10 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C1 465 - - - - - 100% 0% 0% 0% 0% 

Breast C2 45 89% 9% 2% 0% 0% 100% 0% 0% 0% 0% 

Parkinson 253 - - - - - 97% 2% 0% 0% 0% 

Ionosphere 595 - - - - - 99% 1% 0% 0% 0% 

QSAR 861 - - - - - 98% 1% 0% 0% 0% 

Spam 1653 - - - - - 100% 0% 0% 0% 0% 

Musk 13861 - - - - - 100% 0% 0% 0% 0% 

Missing rate 50%            

Blood 10 90% 10% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C1 465 - - - - - 92% 7% 0% 0% 0% 

Breast C2 45 - - - - - 100% 0% 0% 0% 0% 

Parkinson 253 - - - - - 80% 16% 3% 1% 0% 

Ionosphere 595 - - - - - 75% 23% 2% 0% 0% 

QSAR 861 - - - - - 93% 5% 1% 0% 0% 

Spam 1653 - - - - - 98% 2% 0% 0% 0% 

Musk 13861 - - - - - 100% 0% 0% 0% 0% 

Missing rate 80%            

Blood 10 - - - - - 90% 0% 10% 0% 0% 

Breast C1 465 - - - - - 54% 26% 12% 5% 3% 

Breast C2 45 - - - - - 82% 11% 7% 0% 0% 

Parkinson 253 - - - - - 40% 16% 11% 10% 23% 

Ionosphere 595 - - - - - 24% 19% 18% 13% 26% 

QSAR 861 - - - - - 55% 28% 11% 3% 3% 

Spam 1653 - - - - - 85% 12% 2% 0% 0% 

Musk 13861 - - - - - 98% 2% 0% 0% 0% 

 

 

Correlation Coefficient Analysis after Imputation Methods 
Using one of the imputation methods is the best way to keep all instances where all missing values 
will be filled. Three imputation methods were used to prepare the data with missing values before 
calculating the CC. 
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Figure 5 (a-e). Correlation coefficient RMSE of imputation methods in different missing rate 

 

 

As shown in Figure 5a, all imputation methods perform well with a missing rate of 2%, where all 
RMSE values are less than 0.001. Although the RMSE values are low, k-NNI gives the lowest error 
rate followed by the MI method. With a missing rate of 10%, as seen in Figure 5b, all methods keep 
the RMSE rate under 0.02, but EMI shows a higher error rate compared to the other methods. When 
the missing rate is 25%, as in Figure 5c, EMI produces the worst results except for the Breast Cancer 
2 dataset, where k-NNI has a higher RMSE rate. Additionally, in the Blood dataset, MI gives the 
lowest error rate. Overall, raising the missing rate increases the RMSE values, as shown in Figures 
5a to 5d. The performance of the methods, from best to worst, is listed as k-NNI, MI, and EMI. 

 

Table 5 shows that all methods keep all CC values close to the actual values when the missing rate 
is low (2%), with all predicted CC values deviating less than 0.05. At a missing rate of 10%, CC 
values calculated from the k-NNI imputed dataset keep most CC values in the low deviation level. In 
contrast, in the MI dataset, values are distributed between levels 0.05 and 0.05-0.10, meaning the 
maximum deviation is less than 0.10 points. The EMI dataset produced the worst CC values, with 
differences in some cases reaching 0.15 from the actual values. At a missing rate of 25%, the k-NNI 
imputed dataset is still better, with most values around 90% of CC values deviating less than 0.05. 
The EMI imputed dataset produced most CC values with a difference of more than 0.20 when the 
missing rate was high (50%). In the case of an 80% missing rate, all methods give some values with 
a high deviation from the actual CC values, with most values having more than 0.20 difference. 
However, k-NNI is the best in all imputation method results, where it produces fewer values with high 
deviation in most cases. 
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Table 5. Percentage of CC value deviation level for imputation methods 

 

  Imputation methods 

Missing rate 2% MI k-NNI EMI 

 # UCV 
< 

±0.05 

±0.05 
- 

±0.10 

±0.10 
- 

±0.15 

±0.15 
- 

±0.20 

>±0.2
0 

< 
±0.05 

±0.05 
- 

±0.10 

±0.10 
- 

±0.15 

±0.15 
- 

±0.20 
>±0.20 

< 
±0.05 

±0.05 
- 

±0.10 

±0.10 
- 

±0.15 

±0.15 
- 

±0.20 
>±0.20 

Blood 10 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C1 465 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Breast C2 45 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Parkinson 253 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Ionosphere 595 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

QSAR 861 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Spam 1653 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Musk 13861 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 100% 0% 0% 0% 0% 

Missing rate 10%    

Blood 10 70% 20% 10% 0% 0% 90% 10% 0% 0% 0% 70% 0% 20% 10% 0% 

Breast C1 465 68% 31% 1% 0% 0% 100% 0% 0% 0% 0% 41% 33% 20% 6% 0% 

Breast C2 45 40% 60% 0% 0% 0% 100% 0% 0% 0% 0% 2% 44% 51% 2% 0% 

Parkinson 253 51% 41% 8% 0% 0% 100% 0% 0% 0% 0% 33% 23% 23% 18% 3% 

Ionosphere 595 90% 10% 0% 0% 0% 100% 0% 0% 0% 0% 69% 25% 6% 0% 0% 

QSAR 861 95% 5% 0% 0% 0% 99% 1% 0% 0% 0% 82% 14% 3% 1% 0% 

Spam 1653 98% 2% 0% 0% 0% 100% 0% 0% 0% 0% 96% 2% 1% 0% 0% 

Musk 13861 84% 16% 0% 0% 0% 100% 0% 0% 0% 0% 62% 25% 10% 3% 0% 

Missing rate 25%    

Blood 10 70% 0% 10% 10% 10% 70% 0% 10% 10% 10% 10% 60% 0% 0% 0% 

Breast C1 465 28% 30% 19% 14% 9% 96% 4% 0% 0% 0% 17% 19% 17% 0% 15% 

Breast C2 45 0% 13% 44% 40% 2% 98% 2% 0% 0% 0% 0% 2% 7% 0% 27% 

Parkinson 253 26% 19% 15% 23% 16% 95% 5% 0% 0% 0% 17% 14% 10% 0% 11% 

Ionosphere 595 58% 26% 12% 4% 0% 88% 11% 1% 0% 0% 38% 26% 15% 0% 11% 

QSAR 861 69% 20% 7% 2% 2% 99% 1% 0% 0% 0% 56% 19% 12% 0% 6% 

Spam 1653 95% 3% 2% 0% 0% 99% 1% 0% 0% 0% 91% 5% 2% 0% 1% 

Musk 13861 50% 27% 13% 7% 4% 100% 0% 0% 0% 0% 33% 23% 0% 16% 10% 

Missing rate 50%    

Blood 10 20% 40% 10% 0% 30% 20% 30% 10% 10% 30% 10% 10% 50% 0% 30% 

Breast C1 465 15% 14% 14% 15% 42% 49% 38% 10% 2% 1% 12% 9% 11% 8% 60% 

Breast C2 45 0% 0% 2% 11% 87% 80% 20% 0% 0% 0% 0% 0% 0% 2% 98% 

Parkinson 253 13% 14% 7% 10% 55% 52% 35% 12% 1% 0% 13% 8% 7% 5% 66% 

Ionosphere 595 37% 22% 14% 12% 16% 62% 32% 6% 0% 0% 31% 15% 15% 10% 30% 

QSAR 861 52% 18% 13% 7% 11% 78% 14% 4% 3% 1% 44% 18% 10% 10% 19% 

Spam 1653 87% 8% 1% 2% 2% 92% 4% 1% 1% 1% 79% 12% 3% 1% 4% 

Musk 13861 28% 21% 16% 11% 24% 98% 2% 0% 0% 0% 19% 18% 13% 11% 38% 

Missing rate 80%    

Blood 10 10% 0% 60% 0% 30% 10% 30% 10% 10% 40% 10% 0% 20% 30% 40% 

Breast C1 465 10% 9% 8% 10% 63% 16% 20% 18% 16% 30% 11% 8% 7% 8% 66% 

Breast C2 45 0% 0% 0% 0% 100% 40% 40% 7% 9% 4% 0% 0% 0% 0% 100% 

Parkinson 253 12% 9% 7% 3% 69% 7% 6% 16% 15% 55% 12% 9% 4% 2% 72% 

Ionosphere 595 30% 15% 14% 8% 31% 30% 21% 16% 10% 22% 28% 14% 13% 10% 35% 

QSAR 861 41% 17% 10% 9% 23% 39% 23% 15% 9% 14% 42% 15% 8% 7% 28% 

Spam 1653 77% 13% 4% 2% 4% 73% 14% 7% 2% 4% 74% 13% 5% 2% 5% 

Musk 13861 18% 16% 13% 11% 42% 60% 18% 10% 6% 5% 18% 14% 11% 10% 48% 

 

 

Comparison of between Correlation Values among All Pairs of 
Attributes of the Complete and Generated Dataset 
Figure 6 displays the impact of missing data on CC values and the effectiveness of deletion and 
imputation methods in data preparation. The deviation between the predicted CC of a prepared 
dataset and the actual CC reflects the effect of missing data on the dataset. The diagonal line in the 
graph represents the actual CC of the complete dataset, and each point represents the predicted 
CC. The closer the points are to the diagonal line, the better the CC. As only two datasets (Blood 
and Breast Cancer 2) with a limited number of attributes were used as examples, the findings are 
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not generalizable to all datasets. In the Blood dataset, Listwise showed some points far from the 
actual points, indicating high deviation, particularly in the case of 50% missing data. However, cases 
with less than 50% missing data still had acceptable CC values as they were closer to the diagonal 
line. Pairwise performed better in all cases of missing rates compared to Listwise. For the Breast 
Cancer 2 dataset, only the results for the missing rates of 2%, 10%, and 25% were calculated using 
the Listwise method. In some cases with 25% missing data, the computed CC significantly deviated 
from the actual values. 

 

 
Figure 6. Comparison of CC values of complete and generated dataset. Note: Each dot represents 
a CC between two attributes. The diagonal line represents the actual CC of the complete dataset 

 

 

Meanwhile, the distribution of CC calculated using imputed datasets by MI, k-NNI, and EMI varies in 
various cases of missing data. In the 80% missing rate, most points are in a high deviation range, 
which means raising the missing rates raises the deviation of the CC values. In the case of the Breast 
Cancer 2 dataset, it is apparent that the k-NNI method is the best method to deal with missing data 
since most of the predicted CC values remain close to the actual values even with high missing rates. 
This means that the imputed values kept the strengths of the relationships between the attributes 
close to the strengths of the real relationships. 
 

Choosing the preparation method to prepare the data with missing data is a crucial step in 
considering the mining method. In Table 6, there are three comparisons: the first is between deletion 
methods (the lowest RMSE values are bolded). The second is between imputation methods (the 
lowest RMSE values are bolded). The third is the lowest RMSE among all methods (* indicates the 
lowest RMSE in all methods). As shown in Table 6, the Pairwise technique obtained the lowest RMSE 
values among deletion methods while k-NNI predicted the closest result to actual among imputation 
methods. Among all methods, the best result was obtained by both Pairwise and k-NNI, where filled 
values can be adopted as initial values if we need them in the further process that follows the data 
pre-processing stage. 

 

Table 6. RMSE with various missing rates and various methods 
 

Datasets\Method 
Missing 

Rate 
# Complete 

instance 

RMSE (Standard Deviation) of the entire dataset 

Listwise Pairwise MI k-NNI EMI 

Blood 02% 688 (8) 0.00008(0.000) 0.00003(0.000)* 0.00013(0.000) 0.00003(0.000)* 0.00040(0.000) 
 10% 484 (10) 0.00039(0.000) 0.00014(0.000)* 0.00261(0.002) 0.00111(0.001) 0.00733(0.003) 
 25% 237 (11) 0.00157(0.001) 0.00037(0.000)* 0.01289(0.006) 0.01410(0.006) 0.03325(0.008) 
 50% 45 (9) 0.01038(0.005) 0.00185(0.001)* 0.05559(0.015) 0.06997(0.028) 0.10424(0.019) 
 80% 1 (1) - 0.00862(0.004)* 0.12691(0.019) 0.13347(0.030) 0.17224(0.011) 

Breast Cancer 1 02% 305 (8) 0.00147(0.001) 0.00007(0.000) 0.00017(0.000) 0.00003(0.000)* 0.00053(0.000) 
 10% 24 (4) 0.02853(0.011) 0.00038(0.000) 0.00265(0.000) 0.00024(0.000)* 0.00821(0.001) 
 25% 0 (0) - 0.00127(0.000) 0.01508(0.001) 0.00101(0.000)* 0.04336(0.002) 
 50% 0 (0) - 0.00475(0.000)* 0.05690(0.001) 0.00714(0.001) 0.12408(0.003) 
 80% 0 (0) - 0.02816(0.002)* 0.14266(0.003) 0.05089(0.007) 0.19564(0.003) 
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Datasets\Method 
Missing 

Rate 
# Complete 

instance 

RMSE (Standard Deviation) of the entire dataset 

Listwise Pairwise MI k-NNI EMI 

Breast cancer 2 02% 563 (11) 0.00017(0.000) 0.00003(0.000)* 0.00020(0.000) 0.00004(0.000) 0.00065(0.000) 
 10% 259 (8) 0.00183(0.001) 0.00019(0.000)* 0.00338(0.001) 0.00028(0.000) 0.01183(0.001) 
 25% 51 (8) 0.00995(0.006) 0.00057(0.000)* 0.02177(0.002) 0.00134(0.001) 0.06661(0.007) 
 50% 1 (1) - 0.00199(0.000)* 0.08601(0.005) 0.00445(0.002) 0.19466(0.011) 
 80% 0 (0) - 0.01897(0.003)* 0.22905(0.010) 0.03078(0.015) 0.33903(0.007) 

Parkinson 02% 125 (7) 0.00148(0.001) 0.00015(0.000) 0.00048(0.000) 0.00009(0.000)* 0.00088(0.000) 
 10% 21 (4) 0.02301(0.014) 0.00078(0.000) 0.00568(0.002) 0.00037(0.000)* 0.01470(0.003) 
 25% 0 (1) - 0.00243(0.000) 0.02425(0.005) 0.00145(0.000)* 0.06032(0.011) 
 50% 0 (0) - 0.00937(0.002) 0.09197(0.015) 0.00799(0.002)* 0.17131(0.014) 
 80% 0 (0) - 0.07517(0.012)* 0.21677(0.008) 0.11529(0.014) 0.26033(0.004) 

Iono (ionosphere) 02% 174 (10) 0.00387(0.001) 0.00017(0.000) 0.00020(0.000) 0.00012(0.000)* 0.00037(0.000) 
 10% 9 (3) 0.09983(0.031) 0.00086(0.000) 0.00150(0.000) 0.00062(0.000)* 0.00343(0.000) 
 25% 0 (0) - 0.00272(0.000) 0.00609(0.000) 0.00215(0.000)* 0.01482(0.001) 
 50% 0 (0) - 0.00998(0.001) 0.02112(0.001) 0.00556(0.001)* 0.04097(0.002) 
 80% 0 (0) - 0.06912(0.007) 0.04763(0.001) 0.03888(0.003)* 0.05857(0.001) 

QSAR 2% 459 (18) 0.00261(0.001) 0.00009(0.000) 0.00009(0.000) 0.00003(0.000)* 0.00017(0.000) 
 10% 16 (6) 0.05232(0.015) 0.00050(0.000) 0.00106(0.000) 0.00030(0.000)* 0.00235(0.000) 
 25% 0 (0) - 0.00155(0.000) 0.00449(0.000) 0.00104(0.001)* 0.01076(0.000) 
 50% 0 (0) - 0.00420(0.000)* 0.01562(0.001) 0.00463(0.000) 0.03102(0.001) 
 80% 0 (0) - 0.02428(0.002)* 0.03787(0.001) 0.03149(0.002) 0.04947(0.000) 

Spam 02% 1440 (37) 0.00081(0.000) 0.00001(0.000)* 0.00002(0.000) 0.00001(0.000)* 0.00005(0.000) 
 10% 12 (5) 0.05940(0.016) 0.00008(0.000) 0.00023(0.000) 0.00007(0.000)* 0.00055(0.000) 
 25% 0 (0) - 0.00035(0.000)* 0.00096(0.000) 0.00036(0.000) 0.00233(0.000) 
 50% 0 (0) - 0.00112(0.000)* 0.00394(0.000) 0.00213(0.000) 0.00737(0.000) 
 80% 0 (0) - 0.00634(0.001)* 0.00945(0.000) 0.01265(0.001) 0.01232(0.000) 

Musk 02% 238 (21) 0.00268(0.001) 0.00000(0.000)* 0.00005(0.000) 0.00000(0.000)* 0.00018(0.000) 
 10% 0 (0) - 0.00003(0.000) 0.00125(0.000) 0.00001(0.000)* 0.00406(0.000) 
 25% 0 (0) - 0.00008(0.000) 0.00774(0.000) 0.00007(0.000)* 0.02178(0.000) 
 50% 0 (0) - 0.00032(0.000)* 0.03073(0.000) 0.00047(0.000) 0.06584(0.000) 
 80% 0 (0) - 0.00240(0.000)* 0.07835(0.000) 0.00889(0.000) 0.10945(0.000) 

 

Conclusions 
 
This paper demonstrates how to deal with missing data when calculating the correlation coefficient 
value. Several experiments were conducted on eight datasets of various sizes and attributes from 
the UCI and Kaggle repositories. Although Pairwise and k-NNI methods showed better results than 
other methods, all methods produced significant results for a small missing rate (2%). However, 
increasing the missing rate negatively affects the data by reducing the number of complete instances 
in the Listwise strategy and reducing the number of complete pairs in the Pairwise strategy. The 
results show that using Pairwise gives good results in most cases. Using all available pairs to 
calculate the CC of data with missing values or filling in missing values using the k-NNI method gives 
a more accurate CC. The Listwise strategy is the worst case for calculating CC with missing values 
since much data will be lost, particularly for higher missing rates. 
 
Calculating the CC is crucial in data analysis research to recognize the relationship among attributes. 
However, missing data is a common challenge when using data for analysis purposes. This research 
presents an effective data preparation strategy to calculate the correlation coefficient when the data 
has missing values. Selecting the preparation method depends on the missing rate and data size, 
and if the research plan requires complete data, filling in the missing values becomes a necessary 
step. The choice of the preparation method still depends on the pre-processing strategy followed by 
the researcher. Pairwise deletion strategies yielded the best results. However, if the researcher's 
goal is to increase the sample size and impute missing values, k-NN will provide a significant result 
with the imputed dataset. 
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