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Abstract As the world continues to battle the devastating effects of the COVID-19 pandemic, it 

has become increasingly crucial to screen patients for contamination accurately and effectively. 

One of the primary screening methods is chest radiography, utilizing radiological imaging to detect 

the presence of the virus in the lungs. This study presents a cutting-edge solution to classify 

COVID-19 infections in chest X-ray images by utilizing the Gray-Level Co-occurrence Matrix 

(GLCM) and machine learning algorithms. The proposed method analyzes each X-ray image 

using the GLCM to extract 22 statistical texture features and then trains two machine learning 

classifiers - K-Nearest Neighbor and Support Vector Machine - on these features. The method 

was tested on the COVID-19 Radiography Database and was compared to a state-of-the-art 

method, delivering highly efficient results with impressive sensitivity, accuracy, precision, F1-

score, specificity, and Matthew's correlation coefficient. The proposed approach offers a promising 

new way to classify COVID-19 infections in chest X-ray images and has the potential to play a 

crucial role in the ongoing fight against the pandemic. 
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Introduction 
 

The sudden spread of COVID-19 rocked the world, and the World Health Organization (WHO) declared 
a pandemic on 11 March 2020 due to its contagious nature [1]. The severity of the virus prompted deep 
concerns about its alarming transmission rate. SARS-CoV2, the culprit behind Severe Acute Respiratory 
Syndrome, earned its name [2-4]. The virus first surfaced in China and quickly spread to other nations, 
becoming a worldwide pandemic within a few years [5]. Despite the tireless efforts of medical 
professionals, the virus continues to claim lives, hindered by its recent emergence, late detection, and 
striking resemblance to pneumonia [6,7]. COVID-19 detection relies on radiological imaging techniques, 
with X-ray scans showing their early and late stages. However, its circular appearance in scans can 
resemble other viral lung diseases, making it challenging to distinguish from healthy individuals. This 
paper introduces the Gray-Level Co-occurrence Matrix (GLCM) with 22 features and machine learning 
classifiers to classify COVID-19 infections in chest X-ray images, overcoming the difficulties of 
differentiation. 

 

Artificial Intelligence has a subfield, Machine Learning that plays a crucial role in the medical field, 
particularly in extracting features and analyzing images. For example, with its help, various medical 
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images, like X-rays, tumor diagnoses, and cystoscopic images of viral pneumonia, can be analyzed and 
studied.  

 

For example, the X-ray images of COVID-19 tend to have a unique shading and distribution, which can 
be recognized with ML techniques. To classify COVID-19 X-ray images, various ML and feature 
extraction methods have been proposed, with the GLCM [5] being a standout among them for its ability 
to produce valuable and meaningful features for fast and successful classification [8]. 

 

Typically, GLCM is known for its ability to extract robust statistical texture features, with many 
researchers utilizing it as a secondary feature extraction method, in addition to other techniques, in the 
MATLAB image processing toolbox, where only four features (contrast, correlation, energy, and inverse 
difference moment/homogeneity) [9-13] are extracted. This paper, however, introduces a set of 22 
features extracted from the GLCM matrices, going beyond the standard four features to include Contrast, 
Angular Second Moment, Inverse Difference Moment/Local Homogeneity, Entropy, Maximum Joint 
Probability, Joint Average, Joint Variance, Dissimilarity, Normalized Inverse Difference Moment, 
Correlation, Autocorrelation, Difference Average, Difference Variance, Difference Entropy, Energy, 
Cluster Prominence, Cluster Shade, Inertia, Cluster Tendency, Maximum Correlation Coefficient, 
Information Measure of Correlation (1), and Information Measure of Correlation (2). However, GLCM is 
usually used as a secondary feature extractor method [14, 15]. 

 
Related Works 
 

The COVID-19 pandemic has left a devastating impact on the world, causing widespread chaos in 
various industries. In response, machine learning and medical image analysis researchers have been 
working tirelessly to develop high-performance COVID-19 image analysis systems. Feature extraction 
methods have been integral to this effort, allowing researchers to uncover crucial information from 
medical and COVID-19 X-Ray images. 

 

Studies in this field have produced a wealth of information on the topic, including GLCM feature 
extraction. In [16], a method was proposed that used GLCM to extract features from the image dataset 
with three distances and directions. However, this was then classified with the Dense fully connected 
and SoftMax layer. In [9], GLCM was used as a secondary feature extraction method, extracting only 
four features (equations 2, 4, 11, and 16). 

 

Another study [14] combined the GLCM method with six other methods, resulting in the extraction of 
1308 features, including 56 from GLCM. The method employed the Principal Component Analysis (PCA) 
to reduce the number of extracted features and the adaptive histogram equalization algorithm to enhance 
image contrast. This study took a minimalistic approach, with no enhancement, preprocessing, noise 
reduction, feature reduction, or image improvement operations utilized. 

 

Shaban et al. [17] used a more traditional machine learning approach, incorporating GLCM features 
optimized by the Hybrid FS model (HFSM) and classified using the Enhanced KNN (EKNN) classifier. 
Despite this, the proposed CGRO algorithm still managed to outperform its competition in terms of 
classification results. 

 

 

In conclusion, GLCM has proven to be a valuable tool in the quest for high-performance COVID-19 image 
analysis systems, offering researchers a robust method for extracting crucial information from medical 
and X-Ray images. 

 
Methodology 
 

The COVID-19 dataset is created using images from the COVID-19 Radiography Database chest X-Ray 
images. COVID-19 Radiography Database contains 33,920 chest X-ray images. Therefore, we randomly 
take only 2399 chest X-ray images: 1577 NORMAL and 822 COVID-19 from the COVID-19 Radiography 
Database. These images are stored as gray-scale images having a size of 299x299. Samples of the 
input images are shown in Figure 1. 

 

Initially, the input image is resized to 512x512 and divided into four quarters. Hence, there is no image 
denoising or enhancement on the input image. The proposed method extracts twenty-two features from 
the GLCM matrices using equations (2 - 20 and 22 - 24). 
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Figure 1. Samples of Normal and COVID-19 chest X-Ray images 

 

 

Then, the proposed method produces five matrices (GLCM1, GLCM2, GLCM3, GLCM4, and GLCMA), 
each with 9596 rows, 22 features, and one target class. After that, the produced datasets are combined 
into one (COVID GLCM), containing 47980 rows, 22 attributes, and one target class. The purpose of the 
combination is to compare the proposed method with the state-of-the-art algorithms in the literature. 
Finally, all datasets are split into 80% for training and 20% for testing. In order to evaluate the proposed 
method, the GLCM1, GLCM2, GLCM3, GLCM4, and GLCMA datasets are classified utilizing two ML 
classifiers, namely, K-Nearest Neighbor (KNN) and Support Vector Machine (SVM), while the COVID 
GLCM dataset is also classified utilizing the KNN and SVM classifiers. The proposed method flow 
diagram is shown in Figure 2. 
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Figure 2. Flow diagram of the proposed method 

 

 

GLCM 
The GLCM is a statistical method to extract texture features from a matrix produced by calculating 
transitions between pairs of two pixels. This matrix with the size is equal to the maximum value of the 
original matrix or image. The GLCM technique was familiarized by Haralick [5], which used it for image 
classification by extracting features from GLCM. It depends on two main parameters; one is d, called 
distance, and the other is angular θ. For example, where d is the distance between two pixels and θ is 
the direction must go, it may be equal to 0, 45, 90, and 135. Therefore, GLCM can be defined as the 
following equation: 

𝑝(𝑟, 𝑐|𝑑, 𝜃) =
𝑁𝑑,𝜃(𝑟, 𝑐)

𝑁
 

 

Where N: represents the summation of all transitions. 

 

However, now is an example to explain how GLCM works: First, let the matrix in Figure 5 is the original 
matrix, d=1, and θ=0. So. 

 

 

 

 

 

 

 
 

Figure 3. Original matrix (G) 

 

Next, a matrix with max(G)×max(G) is created. Here, the max value in matrix G is 3. See  

Figure 4 
 

 

 

 

 

 

 

 

 

Figure 4. Matrix representation (A) 

 

1 1 0 2 

0 0 3 3 

2 2 1 1 

2 1 0 1 

 0 1 2 3 

0 0, 0 0, 1 0, 2 0, 3 

1 1, 0 1, 1 1, 2 1, 3 

2 2, 0 2, 1 2, 2 2, 3 

3 3, 0 3, 1 3, 2 3, 3 
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The value of the first location in matrix A(1,1) calculating by counting how many pixels with value 1 in 
the original matrix have neighbors with value (1) on the left and right with distance (1) equal to d. Also, 

the location 𝐴(1,2) is the counting of pixels with value (1), and its neighbor has value (2) on the left and 
right. And so on for all locations and all angular; see Figure 5. 

 

 
Figure 5. GLCM with different θ, where θ=0,45,90, and 135, respectively 

 

 

In the last step, the twenty-two texture features of the GLCM matrices we used to perform the 
proposed method are defined in Table 1 [10, 18, 19]. 

 

Table 1. Proposed extracted features 

 

Features Equation # 

Contrast 𝐹𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 =  ∑ ∑ (𝑟 − 𝑐)2  ×  𝑖𝑚(𝑟, 𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 2 

Angular Second Moment (ASM) 𝐹ASM =  ∑ ∑ 𝑖𝑚(𝑟, 𝑐)2

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 3 

Inverse Difference Moment (IDM) / Local 
Homogeneity 

𝐹𝐼𝐷𝑀 =  ∑ ∑
1

1 +  (𝑟 − 𝑐)2

𝑚−1

𝑐=0

 𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 4 

Entropy 𝐹𝐸𝑛𝑡𝑟𝑜𝑝𝑦 =  ∑ ∑ 𝑖𝑚(𝑟, 𝑐) ×  log(𝑖𝑚(𝑟, 𝑐))

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 5 

Joint Maximum probability (JM) 𝐹𝐽𝑀 =  ∑ ∑ max (𝑖𝑚(𝑟, 𝑐))

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 6 

Joint Average (JA) 𝐹𝐽𝐴 =  ∑ ∑ 𝑟 𝑖𝑚(𝑟, 𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 7 

Joint Variance (JV) 𝐹𝐽𝑉 =  ∑ ∑ (𝑟 −  𝜇𝑐)2 𝑖𝑚(𝑟, 𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 8 

Dissimilarity 𝐹𝐷𝑖𝑠𝑠 =  ∑ ∑ |𝑟 − 𝑐| 𝑖𝑚(𝑟, 𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 9 

Normalized Inverse Difference Moment (NIDM) 𝐹𝑁𝐼𝐷𝑀 =  ∑ ∑
1

1 +  |𝑟 − 𝑐|/𝑁𝑔

𝑚−1

𝑐=0

 𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 10 
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Features Equation # 

Correlation 𝐹𝐶𝑜𝑟𝑟 =
1

𝜎𝑟
2  ∑ ∑ (𝑟 − 𝜇𝑟 . )(𝑐 − 𝜇𝑟 . )

𝑚−1

𝑐=0

 𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 11 

Autocorrelation 𝐹𝐴𝑢𝑡𝑜𝐶𝑜𝑟𝑟 =  ∑ ∑ 𝑟 𝑐 𝑖𝑚(𝑟, 𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 12 

Difference Average (DA) 𝐹𝐷𝐴 =  ∑  𝑘 𝑖𝑚(𝑟, 𝑐)
𝑘

, 𝑘 13 

Difference Variance (DV) 𝐹𝐷𝑉 =  ∑ (𝑘 −  𝜇)2 𝑖𝑚(𝑟, 𝑐)
𝑘

, 𝑘 14 

Difference Entropy (DE) 𝐹𝐷𝐸 =  ∑ 𝑖𝑚(𝑟, 𝑐)
𝑘

, 𝑘 𝑙𝑜𝑔2𝑖𝑚(𝑟, 𝑐), 𝑘 15 

Energy 𝐹𝐸𝑛𝑒𝑟𝑔𝑦 =  √∑ ∑ 𝑖𝑚(𝑟, 𝑐)2

𝑚−1

𝑐=0

𝑛−1

𝑟=0

 16 

Cluster Prominence (CP) 𝐹CP =  ∑ ∑ {𝑟 − 𝑐 − 𝜇𝑝𝑥
𝜇𝑝𝑦

}
4

𝑚−1

𝑐=0

𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 17 

Cluster Shade (CS) 𝐹CS =  ∑ ∑ {𝑟 − 𝑐 − 𝜇𝑝𝑥
𝜇𝑝𝑦

}
3

𝑚−1

𝑐=0

𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 18 

Inertia (In) 𝐹𝐼𝑛 =  ∑ ∑ (𝑟 − 𝑐)2

𝑚−1

𝑐=0

𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 19 

Cluster Tendency (CT) 𝐹𝐶𝑇 =  ∑ ∑ (𝑟 + 𝑐 −  𝜇𝑝𝑥
− 𝜇𝑝𝑦

)2

𝑚−1

𝑐=0

𝑖𝑚(𝑟, 𝑐)

𝑛−1

𝑟=0

 20 

Maximum Correlation Coefficient (MCC) 

𝐹𝑀𝐶𝐶 = (𝑆𝑒𝑐𝑜𝑛𝑑 𝑙𝑎𝑟𝑔𝑒𝑠𝑡 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 𝑜𝑓 𝑄)
1
2 

 

Where 𝑄 =  ∑
𝑝(𝑟,𝑘)𝑝(𝑐,𝑘)

𝑃𝑥(𝑟)𝑃𝑦(𝑘)
𝐿
𝑘=1  

22 

Information Measure Of Correlation 1 (IMC1) 𝐹MIC1 =  
− ∑ ∑  𝑝𝑟,𝑐 𝑙𝑜𝑔2(𝑝𝑟,𝑐)𝑚−1

𝑐=0
𝑛−1
𝑟=0 + ∑ ∑  𝑝𝑟,𝑐  𝑙𝑜𝑔2(𝑝𝑟 , 𝑝𝑐)𝑚−1

𝑐=0
𝑛−1
𝑟=0

∑ 𝑝𝑟𝑟 𝑙𝑜𝑔2 𝑝𝑟
 23 

Information Measure Of Correlation 2 (MIC2) 𝐹MIC2 = √1 − exp [−2 ∑ ∑  𝑝𝑟  𝑝𝑐𝑙𝑜𝑔2(𝑝𝑟 , 𝑝𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

− ∑ ∑  𝑝𝑟,𝑐 𝑙𝑜𝑔2(𝑝𝑟,𝑐)

𝑚−1

𝑐=0

𝑛−1

𝑟=0

] 24 

 

 

Classification Performance Metrics 
The classification model assigns a predicted label (positive or negative) to each sample in order to predict 
the class in which the data will fall: It is thus possible to conclude that each sample falls into one of these 
categories: (1) Actual positives that are wrongly predicted negatives: False Negatives (FN), (2) Actual 
positives that are correctly predicted positives: True Positives (TP), (3) Actual negatives that are wrongly 
predicted positives: False Positives (FP), and (4) Actual negatives that are correctly predicted negatives: 
True Negatives (TN) [21-23]. 

 

The Confusion Matrix (CM), a two-by-two table, can be used to display this partition. 

 

𝐶𝑀 =  [
𝑇𝑃 𝐹𝑁
𝐹𝑃 𝑇𝑁

] 
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Usually, many metrics are based on the CM used to evaluate the performance of the ML classifier. In 
this paper, we used a number of these metrics, such as Matthews Correlation Coefficient (MCC), 
Sensitivity (SEN), F-Score (F1), Precision (PRE), Accuracy (ACC), and Specificity (SP). These 
evaluation metrics are defined in the following equations [20]: 
 

 𝑆𝑃 =  
TN

(TN + FP)
 25 

 𝐴𝐶𝐶 =
(TP +  TN)

(TP +  TN +  FN + FP)
 26 

 𝑆𝐸𝑁 =  
TP

(TP + FN)
 27 

 𝑃𝑅𝐸 =  
TP

(TP + FP)
 28 

 𝐹1 = 2 ×
(PRE ×  SEN)

(PRE + SEN)
 29 

 𝑀𝐶𝐶 =  
(TP × TN) − (FP × FN)

√(TP + FP)(TN + FN)(TP + FN)(TN + FP)
 30 

 

 

Experimental Results 
 
The proposed method is established on a PC with Intel Core i7-11800H (2.30 GHz, 16 CPU), 16 GB 
DDR4 RAM, and NVIDIA GeForce RTX 3050 TI GPU. MATLAB (R2022a) Image Processing toolbox 
was used for the coding. As already mentioned, the dataset contains 2399 chest X-ray images and 
consists of two classes. The COVID-19 class contains 822 images, while the NORMAL class contains 
1577 images [24-27]. However, we used the proposed method to evaluate ACC, MCC, SEN, F1, PRE, 
and SP metrics (equations 25-32). 

 

In this experiment, we calculate the evaluation metrics of the SVM and the KNN classifiers for the 
GLCM1, GLCM2, GLCM3, GLCM4, and GLCMA datasets. Table 2 and Table 3 demonstrate the ACC, 
F1, SEN, SP, PRE, and MCC results for SVM and KNN classifiers, respectively. 

 

Table 2. SVM - Classification report for the proposed method 
 

Dataset ACC F1 SEN SP PRE MCC 

GLCM1 0.9583 0.9685 0.9610 0.9530 0.9762 0.9071 

GLCM2 0.9521 0.9641 0.9486 0.9594 0.9802 0.8931 

GLCM3 0.9552 0.9663 0.9551 0.9554 0.9778 0.9000 

GLCM4 0.9557 0.9665 0.9608 0.9456 0.9722 0.9013 

GLCMA 0.9594 0.9695 0.9554 0.9677 0.9841 0.9094 

 

Table 3. KNN - Classification report for the proposed method 
 

Dataset ACC F1 SEN SP PRE MCC 

GLCM1 0.9708 0.9782 0.9589 0.9967 0.9984 0.9358 

GLCM2 0.9703 0.9778 0.9595 0.9934 0.9968 0.9344 

GLCM3 0.9687 0.9767 0.9553 0.9983 0.9992 0.9313 

GLCM4 0.9724 0.9794 0.9597 1.0000 1.0000 0.9393 

GLCMA 0.9687 0.9767 0.9580 0.9918 0.9960 0.9309 
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Furthermore, this subsection compares the proposed method with state-of-the-art algorithms [28-33]. 
Furthermore, the experimental results of the proposed method are collected on the COVID GLCM 
dataset using SVM and KNN classifiers. Compared to the other methods, the proposed method results 
were better concerning PRE, ACC, SEN, SP, F1, and MCC, as shown in Table 4. 

 

Table 4. Our proposed method results compared with the state-of-art approaches 

 

Class #Features Classifiers PRE ACC SEN SP F1 MCC 

Goyal et al.  [7] 64 KNN 0.7861 0.8154 0.8764 0.7672 0.8267 - 

Goyal et al.  [7] 64 SVM 0.7722 0.8194 0.8717 77.05 0.8202 - 

Thepade et al. [8] 6 MLP 0.5849 0.8264 0.5170 0.8868 0.5490 0.4310 

Bakheet et al. [16] - LDCRFs 0.9617 0.9588 0.9446 - 0.9579 - 

Konar et al. [17] - CNN 0.8900 0.9310 0.8350 - 0.8260 - 

Panwar et al. [18] - nCOVnet 0.9762 0.8810 0.8200 - 0.8913 - 

Shukla et al. [19] - SVM 0.9243 0.8779 0.9016 - 0.9128 - 

Echtioui et al. [20] - SVM 0.9600 0.9414 0.8600 - 0.9107 - 

Podder et al. [21] 111 RF 0.9400 0.9400 0.9400 - 0.9400 - 

Our proposed method 22 KNN 1.0000 0.9996 0.9994 1.000 0.999 0.999 

Our proposed method 22 SVM 0.9894 0.9737 0.9712 0.978 0.980 0.941 

 

 

Based on the experimental results presented in Table 4, it can be concluded that the proposed method 
has a positive impact on the performance and exceeded the other state-of-the-art methods in terms of 
PRE, ACC, SEN, SP, F1, and MCC. On the other hand, the proposed method with the KNN classifier 
was sufficient to score the maximal PRE, ACC, SEN, SP, F1, and MCC performance among the 
remaining classifiers. 

 

 
 

Figure 6. Comparison of accuracies for different classifiers 
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A similar fact has been concluded from Figure 6. The proposed method with the KNN and SVM 
classifiers, 0.9991 and 0.9416, respectively, was sufficient to score and achieve the highest F1-score 
performance among the remaining classifiers.   

 
Conclusions 
 

This paper presents the GLCM with twenty-two features and machine learning classifiers to classify 
COVID-19 infection on chest X-ray images. In addition, x-ray images from the COVID-19 Radiography 
Database were used to test the proposed method's efficacy. Only 2399 chest X-ray images were chosen 
randomly: 1577 NORMAL and 822 COVID-19 from the COVID-19 Radiography Database. Twenty-two 
statistical texture features are extracted from each image using the GLCM analysis method. The 
proposed technique generates five GLCM matrixes. Two machine learning classifiers, KNN and SVM, 
are also trained using the extracted features from the GLCM matrices. Finally, the proposed method is 
compared to a current state-of-the-art approach. SEN, ACC, PRE, F1, SP, and MCC performances are 
all significantly improved by the proposed method, which is computationally efficient. In the future, we 
will try to use the entire COVID-19 Radiography Database to analyze the proposed method. 
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