A Framework to Spatially Cluster Air Quality Monitoring Stations in Peninsular Malaysia using the Hybrid Clustering Method
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Abstract Multiple variables must be analyzed in order to assess air quality trends. It turns into a multidimensional issue that calls for dynamic methods. In order to provide an improved spatial cluster distribution with distinct validation, this study set out to illustrate the hybrid cluster method in air quality monitoring stations in Peninsular Malaysia. The Department of Environment, Malaysia (DOE), provided the data set, which covered the two-year period from 2018 to 2019. This study included six air quality pollutants: PM$_{10}$, PM$_{2.5}$, SO$_2$, NO$_2$, O$_3$, and CO. Principal component analysis (PCA), a multivariate technique, was used to condense the information found in enormous data tables in order to better comprehend the variables (to reduce dimensionality) prior to grouping the data. The PCA factor scores were then used to produce the AHC. The clusters were validated using discriminant analysis (DA). 36 of 47 stations required additional analysis using AHC, according to the PCA factor scores. Low Polluted Region (LPR = seven stations), Moderate Polluted Region (MPR = 20 stations), and High Polluted Region (HPR = nine stations) were created from AHC and share the same characteristics. The DA results showed 84% correct classification rate for the clusters. With regard to identifying and categorizing stations according to air quality characteristics, the framework presented here offers an improved method. This illustrates that the hybrid cluster method utilized in this work can produce a new method of pollutant distributions that is helpful in air pollution investigations.
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Introduction

With the economic and technological development of cities, environmental pollution problems are arising, such as water, noise and air pollution. Particularly, air pollution is growing in importance as a global environmental problem since poor air quality can have a negative impact on people's health, the environment, and national economies. Any material of any sources within the atmosphere could exists in particulate matter (PM$_{10}$, PM$_{2.5}$ and Ultra Fine Particulate (UFP)), sulphur dioxide (SO$_2$), nitrogen dioxide (NO$_2$), ozone (O$_3$), carbon monoxide (CO), heavy metals and volatile organic compounds (VOCs). Both industrialised and developing nations are concerned about the quality of the air they breathe in today's world. The primary reasons of the reduction in air quality may include both anthropogenic (such as emissions from industry and cars) and natural (such as volcanic emissions and
forest fires as transboundary pollution) sources [1]. Studies showed evidence that air pollution could be a potential role in neurological diseases [2, 3] as well as in cognitive impairment [4-6]. Moreover, air pollution showed an association in diabetes mellitus prevalence in Malaysia [7]. Recent studies in school-aged children have also demonstrated an elevated risk for conditions including autism [8], respiratory problems [9, 10], and asthma [11, 12] that are associated to genotoxicity brought by air pollution [13]. With the significance health impacts from the polluted air, therefore air quality index becoming the main indicator towards human health status. Air Pollution Index (API) is providing easily comprehensible information about the air pollution indicator. Since 1989, the Malaysian Department of Environment (DOE) has embraced API as a crucial tool to educate the public about air quality, potential health consequences, and other environmental concerns [14]. The bigger the API number, the more hazardous the air is to human health. According to API values, the air quality is divided into five categories: good, moderate, unhealthy, very unhealthy, and hazardous, with values corresponding to 0 to 50, 51 to 100, 101 to 200, 201 to 300, and greater than 300. For instance, an API score of 50 indicates good air quality, whereas an API value over 300 indicates hazardous air quality [15]. In the middle of year 2017, DOE has upgraded the index calculation by using six pollutants parameter instead of five parameters. PM$_{2.5}$ has been introduced as one of the pollutants to be incorporated in the calculation index [16]. The Recommended Malaysia Ambient Air Quality Guideline (RMAQG) has been replaced by a New Ambient Air Quality Standard (NAAQS). This new standard incorporates six criteria for air pollutants, including five existing ones: PM$_{10}$, SO$_2$, CO, NO$_2$, and O$_3$. Additionally, it includes an additional parameter, PM$_{2.5}$. The implementation of the new standard includes interim targets such as IT-1 in 2015 and IT-2 in 2018, with full implementation scheduled for 2020.

Due to DOE’s programmes on air pollution in Malaysia, it is essential for Malaysia, a growing nation, to have an effective system for monitoring air quality. Chemometric techniques, sometimes referred to as multivariate analysis, are one of the most up-to-date and trustworthy statistical methods used by researchers to examine massive volumes of data. It is founded on the statistical principle, which calls for monitoring and assessing several variables at once while keeping the workload manageable. Because they can prevent incorrect interpretation of results, these strategies are the best ones to employ when applying to a significant amount of complicated environmental monitoring data [17]. It has been demonstrated to be a more effective tool for analysing air quality than conventional statistical methods, such as for spatial variations, which offers an understanding of the key trends and underlying relationships in data, for contamination sources identification, data reduction, and interpretation [18,19]. These strategies offer better processing and interpretation of air quality data as well as effective management of air quality monitoring programmes by minimising database complexity. Numerous scientific investigations [14,19-23] have utilised principal component analysis (PCA), agglomerative hierarchical cluster analysis (AHC), and discriminant analysis (DA), particularly in the monitoring of air quality. The formulation of suitable plans for the efficient administration of air quality monitoring programmes is made possible by the application of these techniques for decoding challenging databases, which improves our understanding of the air quality in the research area [24].

Clustering is an exploratory data analysis technique that examines the data's underlying structure. K-means and AHC, two well-known and commonly utilised techniques, have been used in air pollution research since the 1980s and have attracted a lot of attention [25]. AHC analysis is a technique for categorising items into clusters in which the objects (monitoring stations) inside a cluster are similar to one another while objects in other clusters are distinct [26]. Characterization of the spatial variation of air quality parameters can deliver an enhanced understanding of the ecological circumstance and aid strategy producers to plan needs for practical air quality administration. The level of air quality is dictated by measured air pollutants. Numerous studies have been done on these techniques, such as an evaluation of PM$_{2.5}$ in Malaysia based on spatial cluster analysis [14], a study on spatial PM$_{2.5}$ using k-means cluster analysis [27], a study on the classification of significant pollutants using AHC [28, 29], and a study using cluster analysis to determine the pattern of air quality in Klang Valley [1]. However, several multivariate statistical approaches, including agglomerative hierarchical cluster analysis (AHC), discriminant analysis (DA), principal component analysis (PCA), and factor analysis (FA), were used to analyse and reveal significant information from huge, complex data about air quality studies.

Using data gathered between 2018 and 2019, the hybrid clustering method (PCA-AHC) was used in this study to classify sites throughout Peninsular Malaysia according to air quality pollutants. The study's goals are to determine whether this newly developed approach will enable a better comprehension of the heterogeneity in air quality pollutants. This shows that the hybrid methodology used in this work can produce better pollutant distributions that are helpful in investigations of air pollution. We hope that the identified clusters can be used to further investigate the heterogeneity in the relationship between air pollutants concentration of the sampling sites and morbidity across the Peninsular Malaysia.
Materials and Methods

Study Area

Malaysia has a total land area of 329,960.22 km$^2$. Peninsular Malaysia (West Malaysia) and Borneo, which included the states of Sabah and Sarawak, were the two primary landmasses known as East Malaysia. Peninsular Malaysia covers a total area of 131,798 km$^2$ [30] and is divided into 12 states, with a total of 47 air monitoring stations in the National Continuous Air Quality Monitoring Network (NCQM), out of a total of 65 in Malaysia (Figure 1). The northeast and southwest monsoons, which occur from November to March and May to September respectively, are the two monsoon seasons in Malaysia. The northeast monsoon occasionally provides significant rain, whereas the southwest monsoon resulting in less rainfall at this time.

The Malaysian Department of Environment (DOE) categorised air monitoring stations according to land use characteristics. One issue was to avoid being too close to residential areas in order to protect human health. Industrial estates and large traffic volumes could be the sources of pollution. All of Peninsular Malaysia's air quality monitoring sites (47 stations) were selected to provide a comprehensive picture of the region's air quality. These 47 monitoring locations are supervised and managed by a commercial company (Pakar Scieno TW Sdn. Bhd.) on behalf of the DOE. The majority of air monitoring stations are found in suburban, urban and industrial settings. Based on their latitude and longitude, Figure 1 depicts the location of the study area.

![Figure 1. Location of Continuous Air Quality Monitoring (CAQM) stations in Peninsular Malaysia](image)

Frame of Data

Peninsular Malaysia's air quality was measured at 47 stations located throughout the country (Figure 1). Data for the air pollutants PM$_{10}$, PM$_{2.5}$, SO$_2$, NO$_2$, O$_3$, and CO as well as meteorological variables wind direction, wind speed, temperature, humidity, and solar radiation were obtained from the Air Quality Division of the Department of the Environment (DOE) and monitored and collected by the DOE-authorized agency named Pakar Scieno TW Sdn. Bhd. The source of the data was a monthly average calculated from hourly monitoring locations.

Eight characteristics, including factors related to air pollutants, were initially gathered for this investigation. Due to the significant amount of missing data for two parameters, NO and NOx, only six out of eight parameters were chosen for further study. Before being provided to the stakeholders, the data generated by Pakar Scieno TW Sdn. Bhd. shall be checked and verified by the DOE in its capacity as an authority. Before being submitted to the DOE, all air quality data from the Continuous Air Quality
Monitoring Network (CAQM) goes through QA/QC protocols. Every two weeks, gas detection devices are manually inspected, and PM$_{10}$ and PM$_{2.5}$ instruments are calibrated once a month in accordance with standard operating procedures. Data deletion (which results in negative values) is triggered by insufficient data, while outliers activate second-level QC tests. Some of the findings were supported by observable evidence, while others were ruled out due to instrument failure. Data from air monitoring stations is sent to the DOE Environmental Data Centre (EDC) in Putrajaya, where it is subjected to quality assurance and quality control (QA/QC). The data was collected hourly at each station and subjected to QA/QC procedures to confirm its accuracy. PM$_{10}$ and PM$_{2.5}$ were measured using a Thermo Scientific tapered element oscillating microbalance (TEOM) 1405-DF (USA) analyzer; CO and O$_3$ were measured using a Thermo Scientific Model 48i (USA) CO analyzer and a Thermo Scientific Model 49i (USA) O$_3$ analyzer; SO$_2$ was measured using a Thermo Scientific Model 43i (USA) SO$_2$ analyzer; and NO$_2$ was measured using a Thermo Scientific Model 42i (USA) NO$_2$ analyzer.

Data Pretreatment
Pretreatment data were applied to the raw data in order to assure the accuracy of the data being studied. As several parameters had a high percentage of missing values, this included resolving the issue of missing data. Furthermore, data transformation was used to standardise the range of each parameter and normalisation was carried out to remove magnitude discrepancies. Due to the observation of different ranges for dependent and independent values, the normalisation procedure was required. These pretreatments ensured that no dominant parameters were present in the dataset. As a result, before being exposed to additional analysis, each parameter underwent pre-processing through normalisation to equalise their magnitudes.

Kaiser Meyer Olkin (KMO) and Bartlett’s Tests
To determine whether the data are appropriate for the subsequent analysis using the chosen parameters, the Kaiser Meyer Olkin (KMO) and Bartlett's tests are conducted at the beginning of a multivariate study. The Bartlett's test looks for associated parameters in the study, while the KMO test assesses how well the data have been factored. Table 1 provides the guidelines for evaluating the KMO test results. Prior to extracting factors in the procedure known as principal component analysis (PCA), the appropriateness of the samples is confirmed by computing the Measure of Sampling Appropriateness (MSA) using the KMO value, which should range between 0.60 and 1.00 [32].

<table>
<thead>
<tr>
<th>Value of KMO</th>
<th>Interpretation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.80-1.00</td>
<td>Adequate</td>
</tr>
<tr>
<td>0.70-0.79</td>
<td>Middling</td>
</tr>
<tr>
<td>0.60-0.69</td>
<td>Mediocre</td>
</tr>
<tr>
<td>0.50-0.59</td>
<td>Not adequate</td>
</tr>
<tr>
<td>0.00-0.49</td>
<td>Unacceptable</td>
</tr>
</tbody>
</table>

Multivariate Analysis
Multivariate techniques are outstanding tools that are frequently used in the field of environment to recognise the spatial variation. Three strategies for reaching the goal were determined by this study. Using the XLSTAT software (XLSTAT, 2019, Addinsoft, New York, NY, USA), principal component analysis (PCA), agglomerative hierarchical cluster analysis (AHC), and discriminant analysis (DA) were performed. We were able to identify a pattern of air quality in Peninsular Malaysia via new approach using this hybrid clustering method.

Principal Component Analysis (PCA)
PCA, one of the most used and useful statistical approaches for identifying the possible structure of a group of variables [33], can be used to reduce the dimensions of a large data set. With the aim to summarise the content of big data, PCA was applied [34]. The links between observations and variables, as well as among the variables, may be revealed by this overview [35]. The most common application of PCA is to represent a multivariate data table as a smaller number of variables (summary indices). Therefore, trends, clusters and outliers may be observed. PCA was calculated based on equation 1 below:
Prior to grouping the data, PCA was utilised in this study to obtain a clearer image of the variables. It is believed to enhance clustering outcomes (noise reduction). By condensing a large number of connected variables into a smaller set of uncorrelated (independent) variables known as principle components (PCs), this method was used to explain the variance of a large number of connected variables [22]. This may aid in determining which explanatory variables have the most impact on the dependent variable. By doing so, only the most important PCA factors were used as input parameters for the specific type of region. The consistent variables were construed by PCA to recognize the source of air pollution and the most significant parameters in this study. Result from factor score PCA then used to clustering the data.

Hierarchical Agglomerative Cluster Analysis (AHC)
An unsupervised statistical technique called AHC is used to group or cluster observations according to how similar or dissimilar they are. This spatial classification of air quality monitoring stations can be shown using a dendrogram that assesses the degree of risk homogeneity using Ward’s method and Euclidean distance measurement [36]. The Euclidean distance is calculated using the ratio of the linkage distance divided by the maximal distance ($D_{\text{link}}/D_{\text{max}}$), which is multiplied by 100 to standardise the linkage distance represented by the y-axis [37]. In this study, the PCA and AHC were combined with the intention of generating a better clustering method.

Discriminant Analysis (DA)
DA is typically used to find the factors that best discriminate between the AHC groups and to assist in the construction of new discriminant functions (DFs) for each group in order to assess the regional variation in atmospheric air quality. Equation 2 is used to determine DFs:

$$F(G_i) = K_i + \sum_{j=1}^{n} w_{ij} P_j$$

where, $i$ is the number of group $G$; $K_j$ is constant inherent to each group; $n$ is the number of parameters used to classify a set of data into a given group; $w_i$ is the weight coefficient assigned by discriminant function analysis (DFA) to a given parameter $P_j$.

The three clusters created by AHC using standard mode were employed in this study using DA [1]. Based on another study, DA also had been used to predict group membership [21]. Air pollutants (PM$_{10}$, PM$_{2.5}$, SO$_2$, NO$_2$, O$_3$, and CO) were chosen as the dependent variables and Clusters 1, 2, and 3 as the independent variables.

Results and Discussion

Normality Test
The normality of the data was assessed using the Jarque-Bera test [38]. This statistical test determines whether the series follows a normal distribution. The analysis revealed that the data did not exhibit normal distribution, as evidenced by a p-value (<0.0001) lower than the significance level alpha (0.05). As a result, the alternative hypothesis ($H_a$) was accepted rather than the null hypothesis ($H_0$), showing that the extracted variable did not follow a normal distribution. Data transformation was used to solve this problem and stop any variable from controlling performance [39].

Kaiser-Meyer-Olkin (KMO) and Bartlett’s Tests
KMO and Bartlett's tests were run before the analysis to determine whether the data were appropriate for PCA and to assess its sufficiency [18]. All metrics in this study were used for PCA, with the exception of NO and NOx, which had a significant amount of missing data. Although a small percentage of missing data can be handled using PCA [40], a high number of missing data can cause the analysis to produce incorrect conclusions. Furthermore, PCA is susceptible to missing data brought on by a lack of data for particular parameters [41].

The KMO test was used to evaluate the samples’ suitability, which may have been affected by underlying causes [42]. The KMO sample adequacy measure is shown in Table 2. For the KMO test, a value larger than 0.5 was chosen as the reference point [43]. As a result of the KMO values exceeding 0.5, which indicate adequate data for PCA extraction, the findings obtained demonstrated that the measure of sampling adequacy (MSA) was acceptable.
Table 2. Kaiser-Meyer-Olkin measure of sampling adequacy

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM$_{10}$</td>
<td>0.537</td>
</tr>
<tr>
<td>PM$_{2.5}$</td>
<td>0.541</td>
</tr>
<tr>
<td>SO$_2$</td>
<td>0.829</td>
</tr>
<tr>
<td>NO$_2$</td>
<td>0.625</td>
</tr>
<tr>
<td>O$_3$</td>
<td>0.720</td>
</tr>
<tr>
<td>CO</td>
<td>0.679</td>
</tr>
<tr>
<td>KMO</td>
<td>0.612</td>
</tr>
</tbody>
</table>

The Bartlett's sphericity test was performed in addition to KMO to assess the parameters' association with the suitability of the data for PCA construction. With a significance level of 0.05, the test result revealed a $p$-value less than 0.0001. As a result, the data were eligible for multivariate analysis because there was enough information to perform PCA and a significant correlation between the parameters.

As the $p$-value was lower than the significance level of 0.05, the null hypothesis ($H_0$) was rejected in favour of the alternative hypothesis ($H_a$). This means that at least one of the correlations between parameters was significantly different from zero. Consequently, the air quality parameters were found to be correlated and not orthogonal, allowing for a diverse interpretation of the data's variability.

**Air Quality Pattern using the Hybrid Clustering Method (PCA-AHC)**

There are 47 air monitoring stations in Peninsular Malaysia and six variables measured to be calculated as API. DOE categorized according to urban, sub-urban, industrial and rural settings in order to easily monitor any implications towards human health and environmental. In this study, six air pollutants had been used in PCA as independent variables and 47 air monitoring stations as dependent variables. Results showed Table 3 and the corresponding chart are both related to a mathematical entity known as eigenvalues, which reflect the quality of the projection from the N-dimensional original table ($N=6$) without any changes in the number of dimensions. As stated below, the first eigenvalue equals 2.6 and represents 43.3% of the total variability. Each eigenvalue corresponds to a factor and each factor to a one dimension. Each eigenvalue is corresponding to a factor and each factor is associated with a single dimension. A factor is a linear combination of the initial variables with no correlation between them ($r=0$). The eigenvalues and corresponding factors are arranged by how much of the initial variability they reflect in descending order.

Table 3. Eigenvalues

<table>
<thead>
<tr>
<th></th>
<th>F1</th>
<th>F2</th>
<th>F3</th>
<th>F4</th>
<th>F5</th>
<th>F6</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eigenvalue</td>
<td>2.600</td>
<td>1.684</td>
<td>0.723</td>
<td>0.656</td>
<td>0.267</td>
<td>0.069</td>
</tr>
<tr>
<td>Variability (%)</td>
<td>43.337</td>
<td>28.071</td>
<td>12.047</td>
<td>10.940</td>
<td>4.457</td>
<td>1.147</td>
</tr>
<tr>
<td>Cumulative %</td>
<td>43.337</td>
<td>71.408</td>
<td>83.455</td>
<td>94.396</td>
<td>98.853</td>
<td>100.000</td>
</tr>
</tbody>
</table>

The first two or three eigenvalues should ideally correspond to a large percentage of the variance, ensuring that the maps based on the first two or three components are a high-quality projection of the original multi-dimensional table. As seen in Figure 2, the first two factors account for 71.4% of the initial variability of the data, even though there are six factors, indicating that the variables are significant in determining air quality. This is because all six variables have been automatically determined as having useful dimensions.
Figure 2 Scree plot of eigenvalue vs cumulative variability (%)

The factor score PCA was able to summarise all 47 stations with six variables into 36 stations as the significant observation outcome since all six variables were found to be significant in connection to air quality. PCA was typically employed [1, 23, 33] to pinpoint potential sources of variation. In order to pinpoint emission sources, the extra factors known as principal components (PCs) were later examined. In contrast, PCA was employed in this study to evaluate data where observations were described by a number of connected quantitative dependent variables. The most significant data is extracted by PCA analysis and displayed in a new space as a set of orthogonal and linear variables known as principle components (sometimes referred to as factors) (F1+F2+. . .+Fn), where n is the total number of variables. Each variable or observation on each primary component is represented geometrically by a factor score or factor loading. PCA relationships can be seen using a number of methods, such as bi-plots, scree plots, and correlation plots. The squared cosine is used to describe the component's contribution to the squared distance of a variable or observation from the origin [46]. A component's variability as well as overall variability are significantly influenced by variables or observations with larger squared cosines [47]. We are still searching for more relevant data that shows how these two multivariate approaches are used in the classification of air quality. In our research, PCA was used to convert air quality observations into factorial axes and then examine the relationships between the observations and the variables. To clarify the most crucial contributing observations to air quality variability, we used PCA in particular. Finally, all of the stations in Peninsular Malaysia's stations were sorted by our analysis into the most significant observations with the most significant variables.

The trends in Peninsular Malaysia's air quality were then investigated using AHC and the summary indices using factor score PCA. It is based on each variable identified in the PCA findings for the years 2018 and 2019, as well as the monthly variation for the period of January through December, which pertains to the chosen data for that year. Classes were the main subject of the analysis, with emphasis on the newly formed cluster. AHC was used to study the air quality pattern, which is shown in Figure 3 as a dendrogram. It illustrates how the algorithm groups the observations and then breaks them down into smaller groups. The algorithm successfully grouped each observation. The monthly average air quality data from 36 monitoring sites was analysed using AHC analysis based on factor scores from prior PCA analysis in this study. This section uses AHC to classify the most significant air quality stations according to the homogeneity level of each station by looking at the historical values of each of the six air pollutants separately. The dendrogram's AHC results show how the clusters identified as High Pollution Regions (HPR), Medium Pollution Regions (MPR), and Low Pollution Regions (LPR) are distinct from one another. The profile clusters were grouped into categories based on the average value (mean) of the pollutant variables. The clusters with the highest average values were labelled as HPR, clusters with medium values were categorized as MPR, and clusters with lower values were identified as LPR, as shown in Table 4.
Figure 3 Dendrogram representing various groups of air quality monitoring stations

Figure 4 shows the classification of stations in Malaysia using AHC (HPR, MPR, and LPR) based on six air pollution concentrations. There are nine stations in total for HPR, twenty for MPR, and seven for LPR. The central region of Peninsular Malaysia, as well as portions of the northern and southern regions, are where the majority of HPR stations are situated.

Figure 4 Classification of stations using a hybrid clustering method based on the average monthly concentrations of six air pollutants

Three clusters were created using the clustering algorithm, and the stations in these clusters all have the same homogeneity criteria. This study reached a level where grouping groups are already homogenous but are heterogenous among themselves as shown in Table 4. This study found that average values for both particulate matters (PM) are above the NAAQS for the specific two years period. PM\textsubscript{10} concentration showed slightly above the guideline as reported in mean concentrations at all three

It is more worrying in PM$_{2.5}$ concentration, where it is reported to contribute higher mean concentration at all clusters and above the limitation set by the NAAQS. There was a significant disparity between the average and maximum values. However, SO$_2$, NO$_2$, O$_3$ and CO average value showed in LPR, MPR and HPR stayed in a good condition compared to PM where under the limit.

Table 4 Descriptive analysis of six parameters based on cluster of air monitoring stations

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Station ID</th>
<th>Statistic items</th>
<th>PM$_{10}$ MAX (µg/m$^3$)</th>
<th>PM$_{2.5}$ MAX (µg/m$^3$)</th>
<th>SO$_2$ MAX (ppm)</th>
<th>NO$_2$ MAX (ppm)</th>
<th>O$_3$ MAX (ppm)</th>
<th>CO MAX (ppm)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Cluster 1 MPR</td>
<td>Minimum</td>
<td>24.633</td>
<td>19.397</td>
<td>0.001</td>
<td>0.007</td>
<td>0.029</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum</td>
<td>1113.107</td>
<td>1112.491</td>
<td>0.034</td>
<td>0.056</td>
<td>0.143</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Median</td>
<td>89.718</td>
<td>71.527</td>
<td>0.003</td>
<td>0.021</td>
<td>0.061</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>116.997</td>
<td>92.643</td>
<td>0.004</td>
<td>0.023</td>
<td>0.062</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standard deviation (n-1)</td>
<td>100.696</td>
<td>84.936</td>
<td>0.004</td>
<td>0.008</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cluster 2 HPR</td>
<td>Minimum</td>
<td>49.960</td>
<td>41.411</td>
<td>0.001</td>
<td>0.025</td>
<td>0.036</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum</td>
<td>1453.981</td>
<td>1353.878</td>
<td>0.061</td>
<td>0.097</td>
<td>0.156</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Median</td>
<td>96.596</td>
<td>79.284</td>
<td>0.007</td>
<td>0.049</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>126.084</td>
<td>107.512</td>
<td>0.009</td>
<td>0.049</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standard deviation (n-1)</td>
<td>137.459</td>
<td>130.712</td>
<td>0.007</td>
<td>0.012</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Cluster 3 LPR</td>
<td>Minimum</td>
<td>33.965</td>
<td>25.154</td>
<td>0.002</td>
<td>0.014</td>
<td>0.048</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Maximum</td>
<td>405.660</td>
<td>384.394</td>
<td>0.042</td>
<td>0.054</td>
<td>0.136</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Median</td>
<td>89.712</td>
<td>74.109</td>
<td>0.011</td>
<td>0.032</td>
<td>0.083</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Mean</td>
<td>108.859</td>
<td>91.263</td>
<td>0.012</td>
<td>0.032</td>
<td>0.084</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Standard deviation (n-1)</td>
<td>59.164</td>
<td>55.161</td>
<td>0.007</td>
<td>0.007</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td></td>
<td>New Ambient Air Quality Standard (NAAQS)</td>
<td>Mean</td>
<td>100</td>
<td>35</td>
<td>0.04</td>
<td>0.17</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Discriminating Classes using Discriminant Analysis (DA)

Further analysis by using DA, which exposed dissimilarities within the study sites was implemented in view of the clustering obtained from the AHC for HPR, MPR and LPR. Here, the class of clusters were considered as the independent parameters, while the air pollutants were considered as the dependent parameters.

Table 5 Discriminant analysis for all classes (standard)

<table>
<thead>
<tr>
<th>Sampling stations</th>
<th>Cluster 1-MPR</th>
<th>Cluster 2-HPR</th>
<th>Cluster 3-LPR</th>
<th>Total</th>
<th>% Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 1-MPR</td>
<td>451</td>
<td>8</td>
<td>21</td>
<td>480</td>
<td>93.96%</td>
</tr>
<tr>
<td>Cluster 2-HPR</td>
<td>25</td>
<td>177</td>
<td>14</td>
<td>216</td>
<td>81.94%</td>
</tr>
<tr>
<td>Cluster 3-LPR</td>
<td>62</td>
<td>9</td>
<td>96</td>
<td>167</td>
<td>57.49%</td>
</tr>
<tr>
<td>Total</td>
<td>538</td>
<td>194</td>
<td>131</td>
<td>863</td>
<td>83.89%</td>
</tr>
</tbody>
</table>

Table 5 shows the classification matrix of DA, which involved three types of clusters, namely Cluster 1-MPR, Cluster 2-HPR and Cluster 3-LPR. Based on the table, there were 480 numbers of data from the Cluster 1-MPR with the percentage accuracy of 93.96%, 216 numbers of data from the Cluster 2-HPR with the percentage accuracy of 81.94% and 167 numbers of data from the Cluster 3-LPR with the percentage accuracy of 57.49%. In general, the regions discriminated well with an average of 83.89% correct classification.

When compared to another study [30] that used a standard clustering technique, the current study's
percentage of correct classification of each cluster was substantially higher. While accuracy in a prior study was 63.94% of the average percentage of correct classification, accuracy in the present study was 83.89%. It is showing that through hybrid clustering method, percentage of correct classification either in each cluster and total clusters could be improved and have a better percentage rather than using a routinely method for clustering analysis. However, there were few studies done previously using normal clustering method were able to perform good percentage of accuracy [19, 21, 33]. Their findings showed more than 90% of accuracy for spatial variation. However, there was a limitation from previous study because only selected stations in small numbers were chosen to examine the spatial variation rather than the present study. This new approach was able to include higher numbers of observations rather than involved selected stations in order to reduce error or avoid any bias from the data selection. Hence, this approach will improve the observation/station representation in this study. Study by Ab. Rahman et al. (2022) also performed AHC in relation to determine the spatial variation on PM$_{2.5}$. However, there was no validation of the classification of the groups were done to verify the percentage of correct classification.

**Figure 5** Observation dots based on facts at three classes

Clusters one and two were more dominating in terms of colour in Figure 5. When compared to cluster three, this is due to the large percentage of correct classification. Cluster three had fewer observation dots and was yellow in colour. The study discovered a lambda value of 0.257, refer $p<0.0001$ and $\alpha = 0.05$, using the Wilks lambda test.

The hypothesis is stated as below:

- $H_0$: The mean vectors of three clusters are equal
- $H_a$: At least one of the means vector is different from another

When $p<\alpha$ is calculated, the null hypothesis ($H_0$) should be rejected and the alternative hypothesis should be accepted ($H_a$). While $H_0$ is accurate, the chance of rejecting it is less than 0.01%. As a result, each cluster was distinct from the others. Following the study, DA was able to discriminate all variables into three clusters: one, two, and three, which represent the total number of air monitoring stations in Peninsular Malaysia.

**Conclusions**

Based on the findings, the hybrid clustering method was able to evaluate the patterns of air monitoring. The architecture presented here offers an alternative method for locating and categorizing stations according to air quality parameters. It is particularly crucial for integrating PCA with the clustering technique. Three unique air quality clusters were produced by AHC. According to the current study,
hybrid clustering (PCA, AHC) is an improved approach for similar iterations when taking into account the connection link that binds an object to one class. The cluster classifications were also validated using discriminant analysis (DA), and the findings indicated that they were reliable variables in Peninsular Malaysia. This suggests that the hybrid clustering strategy used in this work is capable of developing new pollutant distribution approaches that are helpful in air pollution investigations.
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