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ABSTRACT

The mathematical modelling of splicing system which involves recombination of DNA molecules was first introduced by Head in 1987. Splicing of
DNA involves cutting of DNA molecules using the restriction enzymes and re-associating different fragments of DNA molecules using the ligase under
some specific chemical conditions. A splicing language, L is generated if there exists a splicing system S for which L = L(S). There are different types
of splicing systems which have been discussed by various researchers. Among them are the persistent splicing system, null-context and uniform
splicing system. In this paper, some molecular examples on null-context splicing system and uniform splicing systems with different initial strings and
combination of restriction enzymes will be discussed. Applications of automata theory on some molecular examples of null-context and uniform

splicing languages will also be presented in this paper.
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1. INTRODUCTION

Splicing system is a system involving a finite set of
initial strings over an alphabet with a finite set of rules. A
language is associated with each pair of sets where the first
set consists of double-stranded DNA molecules and the
second set consists of the recombination behavior allowed
by specified classes of enzymatic activities. A new
relationship between formal language theory and the study
of macromolecules was thus established. A formal language
is an abstraction of general characteristics of programming
language which consists of a set of all sentences with rules
of formation [1]. The set of double-stranded DNA
molecules that may arise from an initial set of DNA
molecules in the presence of specified restriction enzymes
activities is represented as a language over the four-symbol
alphabet of deoxyribonucleotide pairs, a, g, ¢, and ¢ which
denotes adenine, guanine, cytosine, and thymine
respectively [2].

Formal language theory is a division of theoretical
computer science and discrete mathematics which is
devoted to the study of sets of finite strings from a
prescribed finite set as defined in [3,4]. There are different
types of splicing languages, including simple splicing
languages, semi-simple splicing languages, persistent
splicing language, strictly locally testable language, uniform
splicing language and null-context splicing languages which
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have been discussed in [5-9]. In this paper, two types of
splicing systems namely null-context and uniform splicing
systems will be studied.

2. PRELIMINARIES

In this section, some main definitions used in this
research are listed. The formal definitions of splicing
system and splicing language are stated below.

Definition 1 [2] (Splicing system, Splicing language)

A splicing system S = (4, I, B, C) consists of a finite
alphabet 4, a finite set / of initial strings in 4", where 4 is
denoted by the free monoid over 4 [3] and finite sets B and
C of triples (c, x, d) with ¢, x and d in 4. Each such triple in
B or Cis called pattern. For each such triple the string cxd is
called a site and the string x is called a crossing. Pattern in B
are called left patterns and patterns in C are called right
patterns. The language L = L(S) generated by S consists of
the strings in / and all strings that can be obtained by
adjoining the words ucxfq and pexdv to L whenever ucxdv
and pexfq are in L and (¢, x, d) and (e, x, f) are patterns of
the same hand. A language L is a splicing language if there
exists a splicing system S for which L = L(S).

The definition of null-context and uniform splicing system
is given in the following.
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Definition 2 [2] (Null-context splicing system, Null-
context splicing language)

A null-context splicing system is a splicing system S = (4,
I, B, C) for which each cleavage pattern in B and each in C
has the form (1, x, 1). A language L is a null-context
splicing language if there is a null-context splicing system
S for which L = L(S).

Definition 3 [2] (Uniform splicing system, Uniform
splicing language)

A uniform splicing system is a null-context splicing
system S = (4, I, X, X) for which there is a positive integer
P such that X = A”. A language L is a uniform splicing
language if there is a uniform splicing system S for which L

= L(S).

Below is the concept of crossing disjoint which is
also mentioned in the examples for uniform splicing
systems.

Definition 4 [2] (Crossing disjoint)

A splicing system S = (4, I, B, C) is crossing disjoint if
there do not exist patterns (a, x, b) in B and (¢, x, d) in C
with the same crossing x.

The definitions of deterministic finite accepter (dfa),
nondeterministic finite accepter (nfa) and the language L
accepted by dfa and nfa are needed for concepts of automata
theory in the next section, and are presented in the
following.

Definition 5 [2] (Deterministic finite accepter)

A deterministic finite accepter or dfa is defined by the
quintuple M = (0, %, J, gy, F)), where

Q is a finite set of internal states,

¥ is a finite set of symbols called the input alphabet,

0: Q0 ® X — Qis a total function called the transition
function,

qo € Q is the initial state,

F € Qis a set of final states.

Definition 6 [2] (Nondeterministic finite accepter)

A nondeterministic finite accepter or nfa is defined by the
quintuple M = (Q, %, J, qy, F), where O, X, 0, qy, F are
defined as deterministic finite accepters, but 6 : Q = (X U
{Ap—2°.

Next, the definition of regular is stated below.
Definition 7 [1] (Regular)
A language L is called regular if and only if there exists

some deterministic finite accepter M such that L = L(M).

In the next section, some molecular examples of
null-context and uniform splicing systems will be provided.

3. SOME MOLECULAR EXAMPLES OF NULL-
CONTEXT AND UNIFORM SPLICING SYSTEMS

Some molecular examples of null-context and
uniform splicing systems with different initial strings and
different combination of restriction enzymes are discussed
in this section. Examples 1 to Example 6 show some
molecular examples of null-context and uniform splicing
systems. Example 1 and Example 2 show two splicing
systems having one initial string each. However, there is
only one restriction enzyme involved in Example 1 but two
restriction enzymes involved in Example 2.

Example 1.

Let S = (4, I, B, C) be a splicing system where [ =
{aggacatggttccaactc} is the set consisting of one initial
string. The set B, {(1, catg, 1)}, consists of the restriction
enzyme Fatl with the left cleavage pattern on 5’ overhangs.

Using the initial string that is aggacatggttccaactc
with the restriction enzyme Fatl, the cutting site of
restriction enzyme is shown below:

5'-AGGAY CATGGTTCCAACTC-3'
3"-TCCTGTAC o CAAGGTTGAG-5/,

This cutting sites can also be viewed as

5"GAGTTGGAACY CATGTCCT-3'
3'-CTCAACCTTGGTAC ,AGGA-5'

in the opposite direction.

The language resulting from this splicing system is L
= {aggacatgtcct, aggacatggticcaactc,
gagttggaaccatggttccaactc}.

Example 2

Let S = (4, I, B, C) be a splicing system where [ =
{aagatcggcgatcticet} is the set consisting of one initial
string. The set B, {(1, gatc, 1); (1, gatc, 1)}, is the set
consisting of the restriction enzymes Mbol and Dpnll
respectively with the left cleavage pattern on 5’ overhangs.

Considering the initial molecule that s
aagatcggcegatcttect with the restriction enzymes Mbol and
Dpnll, the cutting sites of restriction enzymes are shown
below:

5-44Y GATCGGCY GATCTTCCT -3'
3-TT CTAG o CCGCTAG AAGGA-5'.

The language resulting from this splicing system is L
= {aa(gatcgge \) gatcgee) gtacttect} .

Next, Example 3 to Example 6 show four splicing
systems having two initial strings each. There is only one
restriction enzyme involved in Example 3, but two
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restriction enzymes with the same crossings involved in
Example 4, which are shown in the following.

Example 3

Let S = (4, I, B, C) be a splicing system where I =
{ggcaattgctgcagtgee, acgcegtatgtaattccggal 1is  the set
consisting of two initial strings. The set B, {(1, aatt, 1)}
consists of the restriction enzyme MIuCIl with the left
cleavage pattern on 5’ overhangs.

Using the initial strings that are ggcaattgctgcagtgcc
and acgcgtatgtaattccgga with the restriction enzyme MiuCl,
the cutting sites of enzyme are shown below:

5-GGCYAATTGCTGCAGTGCC -3'
3'-CCGTTAALCGACGTCACGG -5'

and

5"ACGCGTATGT" AATTCCGGA -3'
3'-TGCGCATACATTAALsGGCCT -5'.

Hence, the language resulting from this splicing
system is L = {ggcaattccgga, ggcaattacatacgcgt,
acgcgtatgtaattgctgeagtgecy .

Example 4

Let S = (4, I, B, C) be a splicing system where [ =
{agtgaaattggactccgat, cctaggactgaattcgac} 1is the set
consisting of two initial strings. The set B, {(1, aatt, 1); (1,
aatt, 1)} is the set consisting of restriction enzymes MIuCI
and Tsp5091 with the left cleavage pattern on 5’ overhangs.

Considering the initial molecules that are
agtgaaattggactccgat and cctaggactgaattcgac with the
restriction enzymes MI/uCI and Tsp5091, the cutting sites of
restriction enzymes are shown below:

5"AGTGY AATTGGACTCCGAT-3' and
3'-TCACTTAA s CCTGAGGCTA-5'
5-CCTAGGACTGY AATTCGAC -3'
3'-CCATCCTGACTTAA ,GCTG -5'.

The language resulting from this splicing system is L
= {agtgaattcgac, agtgaattcagtcctagg, atcggagtccaattcgac,
atcggagtccaattcagtcctagg} .

Meanwhile, Example 5 shows a splicing system
involving two restriction enzymes of different crossings;
while Example 6 shows a splicing system involving two
restriction enzymes of same crossings. Example 6 differs
from Example 4 in that there are two cutting sites present
for each initial string in Example 6.

Example 5

Let S = (4, I, B, C) be a splicing system where I =
{agtgaaattggactccgat, aaggatcttgtcacaat} 1is the set
consisting of two initial strings. The set B, {(1, aatt, 1); (1,
gatc, 1)}, is the set consisting of restriction enzymes MuCl
and Mbol with the left cleavage pattern on 5’ overhangs.

Considering the initial molecules that are
agtgaaattggactccgat and  aaggatcttgtcacaat  with  the
restriction enzymes M/uCl and Mbol, the cutting sites of
restriction enzymes are shown below:

5-AGTG" AATTGGACTCCGAT-3' 4
3'-TCACTTAAL\CCTGAGGCTA-5'

5-AAGY GATCTTGTCACAAT -3'
3-TTCCTAG y4AACAGTGTTA -5'.

Hence, the language resulting from this splicing
system is L = {agtgaatiggactccgat, aaggatcttgtcacaat},
which are the two initial strings.

Example 6

Let S = (4, I, B, C) be a splicing system where [ =
{ggtcatgcttgacatgaa, cggtccatgtagecatgt} is  the set
consisting of two initial strings. The set B, {(1, catg, 1); (1,
catg, 1)}, is the set consisting of restriction enzymes Nlalll
and Hin/1I with the right cleavage pattern on 3’ overhangs.

Considering the initial molecules that are
ggtcatgcttgacatgaa and  cggtccatgtagecatgt  with  the
restriction enzymes Nlalll and Hinlll, the cutting sites of
restriction enzymes are shown below:

5"GGTCATGY CTTGACATG A4 -3'
3'-CCALAGTACGAACT ,GTACTT -5'

5-CGGTCCATGY TAGCCATG" T -3’
3'-GCCAGAGTAGATCG o GTACA-5'.

Hence, the language resulting from this splicing
system, L = {(ggt \J cggtc) catg [(cttga V) tagc \J tcaag
gcta) catg (cttga \J tage \J tcaag \J geta)]” (gaccg \J ace \J ¢t
U aa)}.

Next, Example 7 shows a null-context splicing
system that is not uniform.

Example 7

Let S = (4, I, B, C) be a splicing system where [ =
{ggaattcgatcaattgcc, aaccaggttatccaggttg} 1is the set
consisting of two initial strings. The set B, {(1, aatt, 1) ;( 1,
aatt, 1); (1, cengg, 1); (1, ccwgg, 1)}, where n =aorcor g
or t and w = a or ¢. The set B consists of the enzyme M/uClI,
Tsp5091, BssKI and PspGl respectively, with the left
cleavage pattern on 5' overhangs.

Using the  first initial  string that s
ggaattcgatcaattgec with the restriction enzymes MIuCI and
Tsp5091, the cutting sites of restriction enzymes are shown
below:

5'-GGYAATTCGATCY AATTGCC -3'

, and
3'-CCTTAA sGCTAGTTAA 4 CGG -5'
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5'-GGYAATTCGATCY AATTGCC -3’
3'-CCTTAA sGCTAGTTAALCGG -5'.

Hence, the language resulting from this splicing
system is L = {gg(aattgatcg + aattcgatc)'aattgcc,
aaccagg(ttatccagg)'ttg}. This language is recognized as
null-context splicing language since it is generated from a
null-context splicing system. However, this language is not
uniform since the restriction enzymes have crossings of
different length.

Null-context and uniform splicing languages can also
be applied using automata theory.

4. APLLICATIONS OF AUTOMATA THEORY ON
SOME NULL-CONTEXT AND UNIFORM SPLICING
LANGUAGE

Automata theory is a mathematical model of
computing. An automaton is an abstract model of a digital
computer. It is a simple machine which is used for
recognizing the languages. An automaton has a finite set of
states, one which is designated as the initial state and some
of which are designated as final state. The input is a string
over a given alphabet [1]. Transition function is the rule for
moving from one state to another state. The output of an
automaton is called an accepter. Accepter states are
sometimes called final states [3]. In this research, the
discussion is the finite automata in automata theory. Finite
automata are the simplest abstract computational device [4].
There are two types of automata which are deterministic
finite accepter (dfa) and non-deterministic finite accepter
(nfa).

A language L is called regular if and only if there
exists some deterministic finite accepter M such that L =
L(M). However, some deterministic and non-deterministic
finite accepter can recognize the same class of language,
thus a language accepted by some non-deterministic finite
accepter is also regular. Hence every regular language can
be described by some dfa or some nfa [1]. Finite automaton
can recognize languages and thus a finite automaton
diagram can be constructed for some given languages.

In the next section, applications of automata theory
on some molecular examples of uniform splicing system
will be presented.

From Example 1, the language that results from the
splicing system is L = {aggacatgtcct, aggacatggttccaactc,
gagttggaaccatggttccaactc}. The regular expression for this
language is (agga + gagttggac) catg (tcct + gttccactc). The
non-deterministic automaton diagram for this regular
language is shown in Figure 1.

agga tect

gagtigga gticcactc

Fig. 1 Automaton diagram for the language in Example 1.

From Example 2, the language that results from the
splicing system is L = {aa(gatcggc\lgatcgcec) gtacttcct. The
regular expression for this language is aa(gatcgge +
gatcgee) gtactteet}. Thus, the non-deterministic automaton
diagram for this regular language is shown in Figure 2.

ttcet

gcc

Fig. 2 Automaton diagram for the language in Example 2.

From Example 3, the language that results from the
splicing system is L = {ggcaattccgga, ggcaattacatacgcgt,
acgcgtatgtaattgetgeagtgee}. The regular expression for this
language is{(ggc + acatacgcgt) aatt (acatacgcgt + ccgga +
gctgeagtgee). Thus, the non-deterministic automata diagram
for this regular language is shown in Figure 3.

ggc acatacgegt
ccgga
\_/V
acatacgcegt getgeagtgcee

Fig. 3 Automaton diagram for the language in Example 3.

From Example 4, the language that results from the
splicing system is L = {agtgaattcgac, agtgaattcagtcctagg,
atcggagiccaaticgac, atcggagtccaattcagtcctagg} . The
regular expression for this language is (agtg + atcggatcc)
aatt (cgac + cagtcctagg). Thus, the non-deterministic
automaton diagram for this regular language is shown in
Figure 4.

agtlg cgac
:'\/i:
atcggatcc cagtcctagg

Fig. 4 Automaton diagram for the language in Example 4.

From Example 5, the language that results from the
splicing  system is L =  {agtgaattggactccgat,
aaggatcttgtcacaat}. The regular expression for this
language is {(agtg(aatt)ggactccgat, aag(gatc)tigtcacaat)}.
Thus, the deterministic automata diagram for this regular
language is shown in Figure 5.
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agtg @ ggacitccgat
aag @ tigctcacaat

Fig. 5 Automata diagram for the language in Example 5.

From Example 6, the language that results from the
splicing system is L = {(ggt iJ cggtc) catg [(cttga ' tagc LJ
tcaag \J) gcta) catg (cttga \) tage \ tcaag \J gcta)]"(gaccg \J
acc '1t ! aa)}. The regular expression for this language is
{{(ggt + cggtc) catg [(cttga + tagc + tcaag + gcta) catg
(cttga + tage + tcaag + geta)] (gaccg + acc + t +
aa)}.Thus, the non-deterministic automaton diagram for this
regular language is shown in Figure 6.

cltga

Fig. 6 Automaton diagram for the language in Example 6.

From Example 7, the language that results from the
splicing system is L = {gg(aattigatcg + aaticgatc)"aattgcc,
aaccagg(ttatccagg)'ttg}. The regular expression for this
language is  {gg(aattgatcg +  aattcgatc) aattgee,
aaccagg(ttatccagg) 1g}. Thus, the nondeterministic
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automata diagram for this regular language is shown in
Figure 7.

cgatc

gatcg
ttat

ccagg

Fig. 7 Automata diagram for regular language in Example 7.

5. CONCLUSION

In this paper, some molecular considerations of null-
context and uniform splicing systems are discussed Some
molecular examples on null-context and uniform splicing
system with different initial strings and different
combination of enzymes have been presented. In the last
section, applications of automata theory on some molecular
examples of null-context and uniform splicing languages
are included.
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