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ABSTRACT

A single server infinite capacity queuing system with Poisson arrival process along with Bernoulli feedback decision process is considered wherein the
server provides two types of service. The first essential service is rendered one by one to all the customers and second optional service is given in batches
of fixed size b. For this model the steady state probability generating function for the queue length process has been obtained and average queue length has
been found explicitly. Results for particular cases are obtained and some numerical results are presented to test the feasibility of the queuing model.
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1. INTRODUCTION

Consider a queueing system in which a customer
having received service, may return to the waiting line
under some decision rule to receive another service, these
services are called essential services. In addition the
customer may require additional service of different type
called optional service. Such a queueing system is called
feed back queueing system with additional optional service.

Many practical queuing systems especially those
with feedback have been widely applied to real life
situations, such as the problem involving hospital
emergency wards handling critical patients, and unsatisfied
customers in public telephone booth of coin box type etc.
The formulation of queue with feedback mechanism has
been given by Takacs (1963). Such queuing models have
been studied by various authors including D’Avignon et al.
(1976), Kleinrock (1975), and Kalyanaraman et al. (2002).

The present paper deals with a simple M/M/1
feedback queuing system wherein the server, apart from
providing the essential service to all the customers, also
provides an additional optional service to the customers in
batches of fixed size b(=1). The idea of optional service is
quite relevant to many situations such as, among the
passengers who travel to a big town by airlines, trains,
ships, etc. only a part of them take interest to travel to an
interior destination of tourist importance. This type of
queue has been dealt with by several researchers notable
among them is Madan (1975, 1992).
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The rest of the paper is organized as follows. The
model studied is described in section 2 with a diagrammatic
representation. In section 3 we derive the probability
generating function of the steady state probabilities for this
model. In section 4 we obtain the closed form expressions
for the mean queue and average waiting time. Some
particular cases are deduced in section 5 and a numerical
study is presented in section 6. The contribution of the
paper is given in the conclusion section.

2. The Model

The model we consider here is a single server queue
with Poisson arrival process whose mean value is At. Each
arrival is given a first essential service, whose service time
is exponential with mean 1/u,; after completion of the first
essential service the customer leaves the system with
probability q or he may demand additional service called
optional service with probability p. In the case of optional
service the customers are first asked to queue up and as
soon as there is a batch of size is b, ready for optional
service, the server suspends the first service irrespective of
number of customers in the main queue and starts the
optional service whose service time is also exponential with
mean l/iu,. As an additional assumption, if there is no
waiting customer in the main queue, a batch of size less
than b can be taken for optional service. Sometimes, the
customers may need individual attention of the server, who
are not willing to get a batch service, and in this case the
customer may feedback into the head of the main queue
with probability r, where p + g + r = 1. The diagrammatic
representation of the model is given below:
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3. The Queue length process

Let Y, =u (u=1,2) be the type of service completion

at the n' out put epoch, defined as follows:

:

, if the n™ output seeks essential service

Ya

, if the n™ output seeks optional service

and M, , N, are respectively the number in the main
queue and the number of the batch queue of the system

immediately after the 2™ output.

(M, ,N, ) is called the embedded queue length process at

the /™ output epoch and is the process of interest here. Th
state space is {0, 1,. .. }x{0,1, ..., b}.

In the steady state, the joint probabilities are

P(i)m,n =P { M( =m, N( =n} (3.1)

(A+ g, + 10 PPy = AP0+ Py PUn, paim >0

(3.7)
(A + M) P = ppy PY 01 :0<n< b (3.8)
AQ = quyPY +,L12 P@oo+ 1 PPy (3.9)

We can solve the above equations through the following
partial generating functions

The sequence

m=0
PO (B) = ipu)mmﬁn (3.12)
n=0
PO p) = S D P " g (312)
m=0 n=0
P%(a) = 3P0 (313
e m=0

Use of (3.10) — (3.13) in (3.3) — (3.9), yields the following
equations:

(A - ) + 1, — Ty —quy | PO ) = P, PPrs
(@)= Py PYn1- Gy PP, 50<n < b-1 (3.14)

where i=1, means the server is busy with the main queue

and i=2, implies that the server is busy with a batch.

And Q=Pr{ the server is idle} (3.2)
Consequently, the set of statistical

follows ;

(/1 + ,Ul) I:>(l)m,n = /1 I:)(:L)m—l, n + r,ul P(:L)m—ln n +

qlul P(l)m+1: nt pﬂl I:)(1)m+11 n- m> 01 0<n<b
(3.3)

(A+ ,Ul) I:’(l)m,o = quy P(l)m+1,0 + A P(l)m—l,0+ Hy

P(z)m+1, o . m>0 (34)

(A+ ,Ul) PYn = Py PWina+ Qe P, :0<n<b
(3.5)

(Z + /Jl) P(l)ovo = ﬂ, Q + q/,ll P(l)lyo + /UQ P(z)lyo (36)

equilibrium
equations for the probabilities in (3.1) and (3.2) are as

[(AQ-a) + ) —qu [PYo(@) = AaQ - 11,PP%,
- Q4 P@g0+ Hy PP () (3.15)

[A@-a)+ p, + 114 ] PO @) = ppy P9 () +
I’,u1 P(Z)o,o (316)

Multiplying equation (3.14) by ﬂ“ and summing over n,
we get

PO (a, )=
A0Q + 1,PPo(ar) = g1 (pB+ a)PYo(B) - 1P Poo
[A1-a)+ o -4 (pB+ra+0)

p(ra—ppPYo(a) + prPPop1 g
[AQ-a)+ o — 1y (pB+ra+q)

(3.17)

In (3.8), n=1(3.8) yields,

1122]
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_ PH
ﬂu+,u2

Py, PM oo

Using this in (3.9), we get

M @+ (A+u,) +pu, pO)

0,0

AL+ u,)
pW ;= MA+ u, )Q (3.18)
(Q+1)(A+ ) + Prypsy
From (3.8) we’ve
P(z) 00 /“-IUIQ (3-19)

Hy (q+r)(A+ :Uz) Y22y 22

Multiplying equation (3.8) by A" and summing from n=1
to b, we get

A+ )= A°)Q

[0 (A + 1) (A + 1,) + Prass, J(L— )
(3.20)

PYy () =

In equation (3.17) replacing the value of P®, from (3.19)
and that of PWy( /) from (3.20), we get

PO f) = =

where

(3.21)

A={Q1-PAA-a) + py + 1 J[(p (A +1)(A+ p22) +
Py pp)Aa = PALy pp + pﬂﬂlﬂml

(A4 412)Vaass (0 + PBYA= B°) (A + 1) AL~ ) +

Hg + T+ A w1 (L= BYNIQ

A=A+ ) g (A+ pp) + Py i (1 (ra — pp)
[AQ—a)+py +r ]+ pﬂ1ﬂz)}P(1)0(a)

and

B=[(A1-a)+m)a—wm(@+ra+pAI@+r)m 1+
o)+ Py ptp |(L= BIAQL - @) + py + 1y ]

Now we note that for =0, P® (a, B) =PYy().
Thus for f =0, equation (3.21) becomes

cQ

D

Po(er) = (3.22)

where

D =[uy (q+1)(A+ 15) + prygp {I(AQ - @) +
py)o— gy (A +ra)l[All—a) + py + 1]
—(raAQ—a)+ py + 1 ]+ prass)}

In equation (3.16) b =1 gives,

(Y] (2)
P () =£4PP (@) TP 629
Al—a)+p, +ruy
using (3.22) in (3.23)

F

where

E=pu[(AA-a)+ 1, + 1) ([Q+ 1) (A + 15) +
Pragplia— pAissy) — Aud(A + 15) (AL—a)

+ 1+ T18) + At 40P+ A P ) + ) -
t4(Q+1a))Ad—) + i +114)

—(reac(AL—a) + 1 +114) + Pragb)]

F=[A1-a)+ 1w, + 1]l (p+ 1)+ 15) +
prapp KA - a) + th)a— (a4 + ra)][AL— ) +

1y 1] lrop(AL—a) + 1 +1eg) + prassn]}

The normalizing condition is

PDy(1)+ PP (1) +Q=1 (3.25)

Using (3.22),(3.24) and (3.25), we have

Q= N S (3.26)
(G+H)I+1J

where

G=(ruy + o Al (Q+1)(A+u7) +
Prypip JA = PApy o } = Aun A(A +

2
po )Ny + pp) + Ay ™ g, TP

|123 |
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H =2 {1 (@ + 1) (A + 15) + pryy 5]
(regg + 415) =L (Q+ 1) (A + p1p) + Pryy a5 ]

= (g Y (rpg + ) + pray 1y)
I=rwm +u,

J = pl([eaa (P +1)(A+ pp) + Pryg s 1A -
APy (g + 1 )] = Aty (A + pap )Ny + pp)

+ /1#12/12 pr]+ /Iﬂlz Prise p(regy + 1) —
(P (rpgg + pp) + pry )]

Q in (3.26) together with (3.22) and (3.24) vyields the
required probability generating functions.

4, The Moments of Queue Length Process

Let L, and L,*) denote the average queue length of
the waiting customers when the server is busy in the main
queue and batch queue respectively. Then

e, d .
L” = >mp,Y = [—P(')(a)} =12
! mZ:O da

a=1

(4.1)
Applying suitable manipulation on (3.24) and (3.25) with
(3.27) we have
L )= Dl[NlQ + NlQ ]_ NlQDl
q D12

(4.2)

where
N, = ﬁ“ﬂlr[(l + ;uz)(r:ul + /uz) oy p]

D, Zﬂzl[(q +1r)(A + )+ P us]
(A= p)(up +rayy) =21 (uy + V) — Pty ]

Ny = Ay + 1)@+ 1A+ p1p) + praity] -
/12[((1 ) (A + 1) = Prgpep ]+ ﬂzﬂlQ(/1 + ﬂz)

Dy = (et — A=y T)(r iy + 1) [(@Qpty + 1) (A + 415) + Pty ]
Al = g @+ 0O+ 1) g (A + 25) + g 1-10@+ 1) 1 (A +
o)+ pptp =gyt + gyt (g + 1))

Q =0

Lq(2)= Dz[leQ + szQ'] - NzQDlz
Dz

(4.3)

where

N, = pay[A(uy + 1 )@ + 1)y (A + 1) + gy 42, P1 =
My P) = Ay Q(A + 1y )(ap + Y ay)

+ At 1o Tp) + Apd Tp[(ey — (@ + 1)ty (pt + i) =
(rpn (uep + 1) + 25 P)]

Dy = (up + 1)) [(A+ ) (Q+ 1) + Py e,
(e — g (A + 1)) (ree + p1p) = (e ¥ (g +11y)
+ 4y 45 P)]

le = pey[A(@ + 1)y (A + p1p) + Py 14 -
AP pty) + (T + 1) AL(A + 1) gy (A + 1)

+ g ]+ A2 QA + p15)]+ Apaf vpl(py — A -
g )(up + Vi) = AQuy — i (Q+1)

= (pp + ) + 1 ]

D, = =A@+ 1) (A + 115) + Prypap (e — i (0 +
D)ty + 1) = Ve (T + p15) — P ]+ (1 + Tity)
[(Q+ ) (A + 1) + Proypip gy = A = 1o ) (1 +
re) — Ay = (G +1)) = oy (e + ) + 1A ]

and L, the mean number of customers in the queue
irrespective of type of queue (main queue or batch queue) is

Ly=LY+ L@ (4.4)
By Little’s formula, the mean waiting time in the queue is

W, = L/ A (4.5)

5. Particular Case

Case (i): On setting r = 0 (no feedback) (3.22), (3.24) and
(3.26) become,

ﬁ“(/l(l_ 0{)+ #,)Q

P () =
ot 120‘2_l(l*'ﬂl"'/uz)a"‘ﬂl(lq‘kﬂz)

A1, pQ
Za? = AA+ py + py) e+ py (A9 + 1)

PP(a) =
and

Q =1- i|:1+%:|
H Hs
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These equations coincide with the equations (21), (22) and
(24) of Madan (1992).

Case (ii): On setting p = 0 (no optional service) (3.22),
(3.24) and (3.26) become,

AaQ
p@ - ,p(Z) =0
O R a0
) p (L+r)
_/1+y1(1+r)

These results are the well-known results of M/M/1/o0
feedback queue except for notation.

Case (iii): p = 0, r = 0 (no feedback and no optional
service) (3.22), (3.24) and (3.26) gives well known results
for M/M/1 queue except for notation

PUy(a) = L
[Al-a)+ u]a
PPy(a)=0
Q=1 — &
’ul

6. Numerical study

In this section we analyze the operating
characteristics i.e, the queue length (L) and queue waiting
time (W,) of our model by assigning suitable numerical
values to the parameters under study. First we fix the values
of 11, o, pandr. The values of L, and W, are obtained

using the formulae derived in section 4 and are shown in
tables 6.1 and 6.2.

For the analysis we take p; = 0.7, g, = 0.7, p = 0.5,
and r = 0.4, the measures Ly and W, are calculated using
the formulae in (4.4) and (4.5). Also as a measure of
comparison we calculate the L, and W, for the system
without feedback ( r = 0, called model-11 ), for the system
without optional service (p = 0, called model-111) and for
the system both without feedback and optional service (r =
p = 0, called model-1V) . We denote the system in this
paper as model-1. The calculated mean queue lengths L, for
various values of A are given in the table 6.1 and the
corresponding mean waiting times W, are given in table
6.2.

In table 6.1, the mean queue length for different
special cases related to the model studied in this paper is
presented along with that of model-I. It can be observed
that the mean queue length for the system with feedback
and second optional service (Model-1) is increasing rapidly
with the arrival rate when compared with the other cases as
expected. This is due to the flexibility of the server to
provide more number of services to the customer for the
asking.

Table 6.1: Mean queue length

Model-1 Model-11 Model-111 Model-1V

0.1 0.57 0.44 0.44 0.24
0.2 1.34 1.19 0.94 0.57
0.3 2.40 2.84 1.58 1.07
0.4 3.89 9.37 2.38 1.90
0.5 6.06 | - 3.38 3.57
0.6 945 | - 4.64 8.57
0.7 1526 | - 6.27

0.8 2717 | - 843 | -
0.9 63.57 | - 1137 | -
10 | - | - 1554 | -

In table 6.2, the mean waiting time for different
special cases related to the model studied in this paper is
presented along with that of model-I. It can be observed
that the mean waiting time for the system with feedback
and second optional service (Model-1) is increasing rapidly
with the arrival rate when compared with the other cases as
expected. This is also again due to the flexibility of the
server to provide more time period of service given to the
customers, those who ask.

Table 6.2: Mean waiting time

A Model-I Model-11 Model-111 Model-1V
0.1 0.06 0.04 0.04 0.02
0.2 0.27 0.24 0.19 0.11
0.3 0.72 0.85 0.48 0.32
0.4 1.56 0.75 0.95 0.76
0.5 3.03 | - 1.69 1.79
0.6 567 | - 2.78 5.14
0.7 1069 |  ----- 439 | -
0.8 2173 | - 6.74 | -
0.9 5721 | - 1023 | -
1.0 | e | - 1554 | -

7. Conculsion

In this paper we analyze a simple M/M/1 feed back
queueing system where the server provides two type of
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services, an essential service to all the customers and an
additional optional batch service. For this model the
probability generating function in steady state has been
obtained. Some performance measures related to the
queueing system are calculated. Particular cases and
numerical examples are also presented to test integrity of
the model. Our computational study shows the difference
between the existing one and the model in this paper.
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