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ABSTRACT 

Electroencephalography (EEG) is a neuroimaging technique for localizing active sources within the brain, from knowledge of electromagnetic 
measurements outside the head. Recognition of point sources from boundary measurements is an ill-posed inverse problem. InEEG, measurements are 
only accessible at electrode positions, the number of sources is not known a prior. This paper proposes a comparison between two approaches for EEG 
source localization. First method based on Meromorphic approximation techniques in the complex plane and second one belongs to EEG’s method 
which is processed using Fuzzy C-Means (FCM). Comparison results on simulated data are used to verify the superior of the Meromorphic 
approximation with regarding to Fuzzy c-means, due to it provides the way for solving inverse problem of EEG source localization in 3D from boundary 
measurement based on Harmon function in the innermost layer . 
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1. INTRODUCTION 

EEG Source Localization techniques intends to 
localizing active sources inside the brain from 
measurements of the electromagnetic field they produce, 
which can be measured outside the head. This localization 
problem is commonly referred to as the inverse source 
problem of electroencephalography. They are ill-posed in 
general, mostly due to the lack of continuity and stability, 
but also to non-uniqueness [1, 2]. By introducing reasonable 
a priori restrictions, the inverse problem can be solved and 
the most probable sources in the brain can be accurately 
localized [3].One of the this assumption is about limitation 
of number of sources .When a limited number of sources 
are modelled as pointwise and dipolar, it has been verified 
that the inverse problem of source estimation has a unique 
solution [4]. 

Several families of techniques exist to solve the 
inverse source localization problem, when sources can be 
modelled as a small number of dipoles [5]. Dipole fitting 
methods must minimize a non-convex goal function, a 
result that is unstable with respect to the number of dipoles 
in the model [6]. When this number is supposed to be 
known in advance, an algebraic method has been offered in 
[4], which requires rank computation of related matrices.  

In reality, one does not know this number a prior, 
and learning this model order is far from trivial [7]. The 
multiple signal classification (MUSIC) technique first 
utilizes a principal component analysis (PCA) to the measu- 

rements, and then recognizes a ‘signal subspace’ the 
analysis of which subsequently verifies the dipole positions 
[8]. Using the fact that MUSIC method can be applied if the 
sources are well modelled by a small number of dipoles. 
Beamforming is one of the most commonly used methods 
for estimating the active neural sources. The basic 
assumption in beamforming is that the sources are 
uncorrelated, which allows for estimating each source 
independent of the others [9].It can also estimate active 
sources, by scanning a region of interest, and by comparing 
the covariance of the measurement to that of the baseline, 
measured in time windows that do not contain the activity 
of interest [10].  

This paper focuses on comparison between two 
approaches, which, like MUSIC and beamforming, requires 
no former information on the number of sources. However, 
unlike MUSIC or beamforming, which need as input 
successive measurements in a time window. Meromorphic 
approximation method belongs to a new category of source 
estimation algorithms that are based on harmonic analysis 
and best approximation theory, which is directly detect the 
sources as the singularities of the potential from boundary 
measurements[11].The second one is  belong to fuzzy c-
means clustering algorithm ,which has been widely applied 
to a vast variety of problem [12]. In the term of application, 
FCM has been altered and generalized in many ways in 
order to localize sources (cluster) and reduce the execution 
time of the algorithm for real –time classification purpose. 
Needless to point out that all the fuzzy clustering algorithms 
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depend heavily on elements of Zadeh [19] fuzzy set theory 
and many of them are based entirely on the FCM algorithm, 
originally proposed by Dunn[13] and further extended by 
Bezdek [12].  The aim of FCM is to find cluster centre 
(sources) that minimize an objective function. It employs 
fuzzy partitioning such that a data point can belong to all 
groups with different membership grads between 0 and 1.In 
this paper, FCM clustering technique is applied to a large 
EEG data set from the epileptic patients to identify 
representative fuzzy membership values and cluster centre. 

 
  

2.      METHODS 
 
2.1     Source detection by Meromorphic 

approximation method function    
 

The head Ω = ∪ Ω୧
ଶ
୧ୀ଴ ⊂ Թଷ is modelled as a set of 

nested regions	Ω୧ ⊂ Թଷ, i = 0, 1, 2 (brain, skull, scalp), 
separated by spherical interfaces Si (with S2 =), (figure 1) 
and with piecewise constant conductivityσ, σ|ಈ౟ ൌ σ୧ ≻ 0. 

Considering a macroscopic physical model of brain activity 
and using a quasi-static approximation of the Maxwell 
equations, the spatial behaviour of the electric potential u in 
Ω is related to the distribution of m dipolar sources located 
at	c୩ ∈ Ω଴  (position)with moments p୩ ∈ Թଷ by Poisson 
equation : 
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such that g and  ߶ denote the given potential and current 
flux on the scalp. The solution of the inverse EEG problem 
for recovering (m, Ck, pk) can be divided into two main 
steps: 
 

 Data transmission  
 Source Recovery  

First category is data transmission from S2 to S0, which 
involves: Cortical Mapping and Harmonic function. Main 
application of cortical mapping is in EEG where potential 
measurements available at part of the scalp are used to 
reconstruct the potential and the current on the inner skull 
surface. More precisely, cortical mapping deals with the 
recovery of u and ∂୬u on the interfaces (S1, S2), from a set 
of discrete measurements of u on scalp electrodes. This 
problem is known as cortical mapping. Our Cortical 
Mapping solution uses the Symmetric Boundary Element 
(SBE) method, in which u is discretized with piecewise 
linear polynomials on each surface of the head model, and 

ߪ
డ௨

డ௡
 is discretized with constant polynomials on each 

surface of the head model. This method originally presented 
in [14]. 
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Fig. 1 The head is modelled as three nested volumes Ωi, 
with the spherical interfaces Si. 
 
 

 
 
Fig. 2 Generating Boundary element meshes on the scalp 
[21]. 
 

The potential u inside the head satisfies the Poisson 
equation׏. ൫׏ߪሬሬԦݑ൯ ൌ .׏ .׏ Ԧ௣   whereܬ  Ԧ௣   represents theܬ
primary sources localized inside the brain Ω0.Data is the 
pointwise values of u measured by electrodes on the scalp 
S2. Parameters u and ∂୬u  on S0, were found in this step. 
Figure 3 represents the cortical step from outer layer to 
innermost layer (brain). 
 
          u                        u                ∂୬u                    u               ∂୬u   

     
     
                Scalp                             Skull                                                          Cortex                                        
 
Fig. 3 Cortical Mapping step (data transmission) from 
electrode data to the cortical surface [11]. 
 
cortical mapping has supplied the potential u=g and its 

normal derivatives 
డ௨

డ௡
ൌ ߮  on the surface of cortex S0. The 

potential u satisfies in Ω0 an equation of the form: 
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Next step is finding (again up to the addition of a harmonic 
function) the potential u created by and the dipolar sources 
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(C୩, p୩ሻ	located inside Ω0, which is a solution to Eq. 
(2).Firstly, one try to find the part ua of the potential u that 
harmonic outside the ball	Ω0, and contain all the 
information on the distribution of sources on S0.i.e., 
filtering out possible outer sources with spherical harmonics 
by keeping only the information related to the effective 
inner sources in Ω0 provides a function [15]. 
 

 uୟୀ ∑
〈୮ౡ,୶ିେౡ〉

ସ஠‖୶ିେౡ‖య
୬
୩ୀଵ 																 , x ് C୩                                (3) 

 
Where the brackets 〈 〉 indicate the scalar product in	Թଷ 	ൈ
Թଷ.Reminder that, uୟ include all information about 
distribution of sources on S0 and also, 
 

  ∆uୟ ൌ ∆u ൌ f            in Ω0                                          (4) 
 
But, ∆uୟ ൌ 0 in Թଷ ∖Ω଴since all sources are inside Ω0.  
From available data on S0, the solution u to equation (3.17) 
in Ω0, is assumes the form: 
 
		uሺxሻ ൌ hሺxሻ 	൅ uୟሺxሻ 	ൌ hሺxሻ ൅
∑ 〈୮ౡ,୶ିେౡ〉

ସ஠‖୶ିେౡ‖య
୬
୩ୀଵ 																 , x ∈ Ω଴ ∖ ሼC୩ሽ                (5) 

where ,h harmonic function in Ω଴. Ultimately, to recover 
the Ck inside	Ω଴, the knowledge of the singular function ua 
is required on S0. This can be deduced from available 
boundary data by expanding u on bases of spherical 
harmonics [16]. 

The second category in the resolution of the inverse 
problem (IP) is the best rational approximation on planar 
sections (Source Recovery): 
 
                                                  
 

2D Meromorphic approximation on planar sections of the boundary 

                                                                                        
 Slice Ω0 along a family of planes Π୮: Π୮ ∩ s଴ ൌ Γ୮ 

(circles). 
 
 From pointwise values of the singular part ua on 

Γ୮, approximate fp = (ua)2 the square of harmonic 
function on Γ୮ [15, 16]. 

 
 fp is a meromorphic function, analytic outside 

D୮ ൌ Π୮ ∩ s଴ with singularities ξ୩,୮ inside Dp 
which are strongly linked with the sources Ck. 

 
 Approximate the ξ୩,୮ by ξ୩,୮෪  the poles of the best 

Lଶ or Lஶ rational approximation to fp on Γ୮  

(degree൒	 m for a sphere), the poles ξ୩,୮෪  
accumulate to the singularities ξ୩,୮ [16]. 

 
 Varying p, this allows us to approximately locate 

the m sources Ck in Ω0. 
 

 
 

Fig. 4 Estimated sources positions (red) for different slicing 
directions in 3D. 

 
 

2.2  Source detection by Fuzzy c-Means 
 

Fuzzy clustering is used in grouping the potential 
difference of EEG signals during seizure attack. This 
clustering is important in identifying the number of cluster 
differences during the different stages of seizure attack. The 
type of clustering that is used in this paper is Fuzzy c-
Means (FCM) clustering. 

FCM algorithm is an iterative partitioning method 
that produces optimal c-partitions .The method compute the 
cluster centre (sources) and generates the class membership 
matrix. 

The first step of FCM algorithm is to generate an 
initial random membership matrix and use this random 
membership matrix as the weight of each sample that 
belongs to each cluster, and then compute the centroid of 
each cluster .The new cluster centres are used to update the 
membership matrix. The update membership matrix is 
compared to the previous ones. If the difference is greater 
than some threshold, then iteration is computed, otherwise 
the algorithm is stopped.   

FCM algorithm can be presented in four primary 
steps as follows: 
 
Step 1: Randomly initialize the membership matrix (U) that 
has constraints: 
 
 
∑ u୧୨	
ୡ
୧ୀଵ ൌ 1															∀j ൌ 1,… , n                                    (6) 

              
Step2: Calculate centroids (vi) by using  
 

          		v୧ ൌ
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Step3: The objective of the FCM algorithm is to minimize 
the FCM cost function formulated below. Stop if its 
improvement over previous iteration is below a threshold. 
 

pointwise values of ua Localisation of sources Ck 



Saiediasl et al. / Malaysian Journal of Fundamental and Applied Sciences Vol. 9, No.4 (2013) 196-200 

 
| 199 | 

 

J୫ ൌ JሺU, vଵ, vଶ,… , v୬ሻ ൌ෍J୧

ୡ

୧ୀଵ

ൌ෍෍u୧୨
୫	d୧୨

ଶ

୬

୨ୀଵ

ୡ

୧ୀଵ

										ሺ8ሻ 

 
Step4: Compute a new U using equation below then go to 
step 2. 
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u୧୨ is between 0 and 1; 
v୧ is the centres of cluster i; 
d୧୨ is the Euclidian distance between ith centre (vi) and jth  

data point where  	d୧୨
ଶ ൌ ฮx୨ െ v୧ฮ

ଶ
; 

 m ∈ ሾ1,∞ሻ is a weighting exponent [21]. 
 
2.2.1  Cluster validity  
 

Cluster validity is a difficult problem that is crucial 
for the practical application of fuzzy clustering techniques. 
In addition note that, there are many purposes to employ 
cluster validity measures [12]. One of the most important 
applications is to estimate the number of clusters. Partition 
coefficient is one of the cluster validity measures that it is 
described as following: 
 

FሺU; cሻ ൌ 		 ଵ
ே
∑ ∑ ሺݑ௞௜ሻଶே

௞ୀଵ
௖
௜ୀଵ                                         (10)                     

 
Another type of cluster validity measure is Partition 
entropy: 

;ሺܷܧ ሻܥ ൌ െ
ଵ

ே
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 The clusters were judged better when one of these 
measures is larger.  
 

 
3. RESULTS & DISCUSSION 

 
Numerical results from first method obtained with 

FindSources3D, a Matlab code that implements the above 
algorithm [17]. Two datasets were simulated with 
OpenMEEG [23], which implements the symmetric 

boundary element method [18]. Data at the scalp level was 
considered, potential measured by 128 electrodes, and also 
at the cortex level with 642 points mesh, see figure 2, which 
is extract from Brainstorm software [22], in order to test the 
influence of the cortical mapping step on the quality of the 
source estimation. The spherical three-layer is considered 
for head model. After the cortical mapping step, the part ua 

of the potential u was found, which is harmonic outside the 
cortex and still contains on S0 all the information on the 
distribution of sources. Furthermore, using harmonic 
function ua (Meromorphic approximation), this step deals 
with the computation of the singularities sk,p from the sliced 
boundary data. The localization of sk,p ,which then leads to 
the Ck (sources), see Figure 4. 
  For the second method, MATLAB software was 
considered to obtain the fuzzy membership values and its 
cluster centre. Initially, choosing the value of exponent for 
the partition matrix was needed, which is m=2; maximum 
number of iteration is 100 and the minimum of 
improvement is 1 ൈ 10ିହ .Then, follow the 4 steps as 
described in section 2.2 to determine fuzzy membership 
values, and its cluster centre for same real data. Figure 
5shows the number of cluster centre which are more signal 
activities occur from t = 4 until t = 7 and start to die out at t 
= 8. This result can lead to a founding of where a patient is 
prone to have seizure attack. Although, the fuzzy c-means 
algorithm partitions a data set into a predefined three 
number of clusters, whether or not the data set actually 
contains three clusters .For this reason, cluster validity 
measure is used to find the optimal number of cluster for 
every second. Following table, present the optimal number 
of cluster centre. 
 
 

Table 2 Three cluster centre with its potential Differences 

Cluster centre  

 
X 
 

 
Y 
 

 
Z 
 

Potential 
difference 

V1 
 
-0.7036 

 
-0.3095 

 
-0.19088 

 
3.7643 

V2 
  1.0023   0.5789   0.5480 22.3468 

V3 
  2.2345   1.1453   1.5432 13.3790 

 
 
 
 

 
                      t=1                                                     t=2                                             t=3                                                        t=4     
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                      t=5                                                       t=6                                             t=7                                                     t=8 
 

 
                      t=9                                                     t=10 
 
Fig. 5 position of cluster centre for duration of 10 seconds. Locations of sensors on the surface of the patient’s head are in 
red, the cluster's centres for signal are in blue.  

 
 

 4.  CONCLUSION   
 

Some insights concerning the resolution of a source 
estimation problem were presented. The techniques rely on 
constructive approximation. They are robust and efficient 
toward the EEG inverse source problem, as illustrated by 
preliminary numerical result. Fuzzy c-means enables the 
possibility of clustering the EEG signals while the patient is 
having a seizure attack. The center of the cluster (sources) 
has been identified when the attack occurred.Result shows 
most signal activities occur from t = 4 until t = 7 and start to 
die out at t = 8. 
  Meromorphic approximation technique shows better 
result than Fuzzy c-means clustering. Since it can directly 
localize recovering an unknown number of dipole sources 
within a homogeneous domain (not a nested geometry) 
from measurements of the potential and its normal 
derivative on the boundary. The superiority of the 
Meromorphic approximation compare to Fuzzy c-means is 
that source estimation accomplish after data transmission at 
the cortical level with harmonic function. On the other 
hand, the fuzzy C-mean relied on electrodes positions on 
the scalp. Another limitation of Fuzzy c-means method is 
that, it is time dependent. This fact degrades the clustering 
accuracy due to large noises in some time slices, hence 
reduce the localization accuracy. 
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